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Part I

INTRODUCTION

In some strange way, any new fact or insight
that I may have found has not seemed to me as
a “discovery” of mine, but rather something that
had always been there and that I had chanced to
pick up.

SUBRAHMANYAN CHANDRASEKHAR






Chapter 1

Primer on General Relativity

1.1 Foundations

We consider a spacetime (/#,g) where / is a C* manifold of dimension
n, and g is a Lorentzian metric on /Z, of signature (-, +,+,+). Let V be the
affine connection associated with g on /.

At any point p € #, we denote T,/ as the tangent space of vectors
at p, whose dual cotangent space T,/ is constituted by all linear forms
at p, which map vector fields to the space of smooth scalar fields. Setting
{eq},—; as a vector basis of the tangent space T,.#, we can associate a dual
basis {e*};_; for T, /#, such that e* (eﬁ) = 6%‘. The metric g introduces a
natural isomorphism between Tp/% and Tg/l, which, in index notation,
corresponds to lowering or raising the index by contraction.

For a general tensor T of type (Z), we can define its components T, B 1[5 z ﬁjp

with respect to the basis e* and e, such that, we have the expansion

T TU(10!2 a

Py P e, ®e,,® e, @l @el® e, (1.1.1)

Further, we define the covariant derivative of the tensor field VT, with
components,

VT =V, T. "

Y T8, B P ey ®e,,0-®e, ®el@el g efige’,  (1.1.2a)

where we realise the covariant derivative for the tensor T along any vector
field v is related to VT by contracting the last 1-form index with the vector,
as,

V,T =VT(...,...,v), (1.1.2b)

——
ptq

with components given by vV'V,, [j lﬁaz ﬁjp

Given the tensor field T, we can define the Lie derivative, L, T of T with
respect to a vector field v, as the infinitesimal change along the flow of v,
through its components, as

([: T a1 a;.. C( v V Talaz C( C(l...)/...ap ZTalaz a‘uvﬂv )

)ﬁlﬂ ,Bq Y BBy [31,32 17y
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which can be seen to be independent of the connection involved in the
definition of the covariant derivative, and depends solely on the differen-
tiable structure of the manifold .#, and not upon the metric g, or any affine
connection V.

The Riemann curvature tensor, R of the spacetime connection V, is de-
fined through its action on the space T;% X TPX3/% as, forw € T;/Z, u,v,w
each in T, #, are mapped to C*(/,R) through,

R(w, w,u,v)= g(w, VuVow—-V,V,w— V[u,v]w), (1.1.3a)

which can be explicitly defined through its components, R,g,5, given by the
Ricci identity as,
(VaVp-VpVa)w? =R} gw" (1.1.3b)

The Riemann tensor is clearly antisymmetric in the last two arguments,
(u,v). We can gain an additional relation employed through the compatibil-
ity of metric g, with the affine connection V, since we have R(w,w,u,v) =
-R(w, ®,u,v), leading to an antisymmetry, with the corresponding duals,
we Ty M and & € T, M/, through the induced isomorphism from g. In
addition, we have the cyclic property, given by,

R(w,w,u,v)+ R(w,u,v,w) + R(w,v,w,u), (1.1.4)

realised through the Bianchi identity for the covariant derivative.
Furthermore, we denote the Ricci tensor R, as the symmetric bilinear
form, in components, given by,

Rap =Rl

" (1.1.5)

which is a contraction of the Riemann tensor.

The Riemann tensor can be formulated into a pure trace part, repre-
sented by the Ricci scalar, R = g“ﬁRaﬁ, an additional trace part characteristic
of the Ricci tensor, R, and a traceless part. The Weyl conformal curvature
tensor, C, is defined formally by the trace-free part of the Riemann tensors,
given, in component form, as

1
Yy _ Y V4 V4 Y N4
Rl = Clos+ E(Ragéﬁ + R gsa — RopSh — Rsa ) )
1 -y %
—ER(gMOﬁ — 85504 ) (1.1.6)

This tensor has manifestly all the symmetries of the Riemann tensor, with
a subtle difference in the tracing out, given the antisymmetry as CZ up =0

in contrast to RZM; = Ryp- In four dimensions, it is well known that the
20 independent components of the Riemann tensor are distributed into 10
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components in the Ricci tensor and 10 independent components in the Weyl
tensor.

We consider a spacetime (., g) such that g obeys to the Einstein equa-
tion (with zero cosmological constant), given by

1
R—>Rg=8nT, (1.1.7a)

where T is the matter stress-energy tensor, which can be equivalently writ-
ten as,

R:871(T—%Tg), (1.1.7b)

with T = g""T,, as the trace with respect to g.

1.2 Null Hypersurfaces

Consider a smooth hypersurface 77, which can be inferred as the image of
a submanifold # of the spacetime (.#, g), given by a smooth embedding
map O : #Zy — M, such that # = O(#). The embedding P defines a push-
forward mapping @, between T,# and T,.#, by carrying along tangent
vectors v, to curves in #, naturally to tangent vectors Ovin A. Conversely,
the embedding @ induces a pull-back mapping @* between the linear forms
w in T/ to be associated with linear forms ®*w in T;Z’, that map vector
fields in T,# to scalar fields in R.

1.2.1 Fundamental Properties

We define the first fundamental form through the intrinsic metric q by the
extended pull-back operation on multilinear forms, ®*, of the spacetime
metric g on the hypersurface 7, such that g = ®*g, realised through the
restriction of the bilinear form at each point p € #Z, by

q(u,v)=guv), Y(uv)e T,Z xT,Z. (1.2.1)

When # is null, the intrinsic metric q is degenerate. This happens
if, and only if, there exists a non-vanishing vector field in Tp%’, which is
orthogonal to all vector fields in T,7#". An equivalent definition demands
any vector field £ in T,.# which is normal to 7, to be a null vector with
respect to the metric g. We choose such a future-directed normal £ in the
degenerate direction of the metric such that q(£,v) = 0 for all v € T, 7. This
necessarily restricts the signature of q to (0,+,+). A prominent property
of null hypersurfaces is that their normal vectors are both orthogonal and
tangential to them.
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The null hypersurface # is ruled by a family of null generators, and
each vector field ¢ that is normal to # is tangent to these null geodesics
which obey

Vg[ = K(g)[, (1.2.2)

where % (¢) defines the acceleration of the non-affinely parameterized integral
curves of £, which are geodesics. By a suitable choice of a renormalization
factor ¢’ = af, we can reduce to the classic geodesic equation Vet' =0, such
that K(’l,) =a (K([) + V¢ lnoz), which can be nullified by appropriate choice of
a.

As for any hypersurface, we can further define the notion of a general
shape operator to capture the extrinsic curvature of # in M, through the
endomorphism of T,#, defined by the Weingarten map x : T,# — T,Z,
which associates with each tangent vector v € T,Z, the variation of the
normal £, along that vector, with respect to the spacetime connection V,
given as,

x(v)=V,¢, (1.2.3)

which projects the derivative of ¢, along vectors tangent to #. The Wein-
garten map for null hypersurfaces depends on the specific choice of the
normal ¢, in contrast with the timelike or spacelike case, where the unit
length of the normal fixes it unambiguously. For a rescaling of £’ = af, we
have x’(v) = ax(v) + (V,a)f.

The fundamental property of the Weingarten map is to be self-adjoint
with the metric g, such that for tangent vectors u, v in Tp% , we have
q(u, x(v)) = q(x(u),v). Further, the non-affinity coefficient x(,) defined
earlier, can be corresponded as the eigenvalue of the Weingarten map,
corresponding to the eigenvector £, since x(£) = Vol = x(4)L.

We proceed to define the second fundamental form of # with respect to
{, by

Omv)=u-x(v), Y(uv)eT,Z xT,Z (1.2.4a)
=u-Vyl =q(u,Vyf)
=Vl(u,v), (1.2.4b)

which is a symmetric bilinear form, due to the self-adjointness of x. Al-
though ® could be defined for any vector field £, the notion of symmetric
form, is due to it being hypersurface orthogonal, which results in the self-
adjointness of x. From the final expression, it can be seen that the © is
identically, the pull-back of the bilinear form V£ (not necessarily symmetric)
onto Tp%’, induced by the embedding ® of #Z in /, given as ® = ®*V¢,
which is symmetric as a consequence of £ is normal to the hypersurface.

Further, the bilinear form is degenerate in the null direction along ¢,
similar to the first fundamental form g, since ® (£,v) =v- x(£) = k(pv- £ = 0.
Further, the dependency on the rescaling of the normal, £’ = af, we have
Q' =a0.
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1.2.2 Cross Section

For a null hypersurface, there is no canonical mapping from vectors of ./ to
# , since there is no natural direction transverse to /#, as in vectors belong-
ing to T,.# \ T,# . Thereby, we define additional structure to orthogonally
project naturally along £ onto the hypersurface 7.

We formally define the cross section of #, as a submanifold /" of Z of
codimension 2, such that the null normal £ is nowhere tangent to /', and
each null geodesic generator of #Z intersects ./ almost once. For a null
hypersurface, it can be realised that any cross section is spacelike, by noting
that every nonzero tangent vector v is tangent to a null geodesic generator,
that is, normal to the hypersurface.

We can similarly denote the induced metric h by the metric g on a cross
section /', through the restriction at each point p € /" by

h(u,v) =g(u,v), VY(u,v)e TP/V x T, N, (1.2.5)

where we realise that the pull-back of h on #Z, coincides with the pull-back
of g, that we have denoted g in Eq. (1.2.1).

Further, from the above property that /" is spacelike, it is equivalent
that h is positive definite, that is, h(v,v) > 0 for all v € T,#, and h(v,v) = 0
necessarily implies v = 0.

At each point p of a cross section /# of a null hypersurface #, the
tangent space T,/ has an orthogonal complement T5- /¥, which is a timelike
2-dimensional vector plane such that the tangent space to ./ at p is given
by the direct sum

T, M =T,V &T; N, (1.2.6)

such that every vector in T;" /" is orthogonal to /. This motivates us to
define a transverse notion to #, through a local Minkowski null cone at
each point. We have two null directions in every null cone, of which £ is one.
Thereby, at each point p of a cross section /" of a null hypersurface # with
future-directed null normal £, we can choose a future-directed null vector n
transverse to #Z such that

{-n=-1, TSN =Span({,n), (1.2.7)

since £ and n are non-collinear and the dimension dim(TpL/V) = 2. Note that
{ is independent of the choice of the cross section /" of # through p, but n
does depend on /. This intricacy is closely related to the degeneracy of the
induced metric onto the hypersurface, which prevents us from specifying a
canonical notion.

From Eq. (1.2.7), we can uniquely decompose any vector orthogonally
asu=u'+al+ pn, where u' denotes the tangential component of u to /.
Thereby, the bilinear form h, defined in Eq. (1.2.1), can be extended to all
vectors of T,/ by

h=g+fn+n®{, (1.2.8)
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which clearly obeys h(u,v) = h(u",v"), for all (u,v) € T, M x T, M . Thus, we
may then take h as the 4-dimensional extension of g, given by the above
bilinear form.

We further have the orthogonal projector onto the cross section /', defined
through the metric dual of the bilinear form h by

h=I+t@n+n®f, (1.2.9a)

-
which projects the transverse component as h(v) = v' for all v € T,/ .
Having introduced the transverse null direction n, we can now define
the projector IT onto # along n as,

) =v+ (£ v)n. (1.2.9b)

which leaves any vector in T,/ invariant, and projects vector fields in T, #
onto T,7#. We note that for any tangent vector v € T,Z at a point p, we
have I(v) = v since £ - v = 0, while I1(n) = 0.

We further have the relation to the orthogonal projector dual of the
metric &, with the projector IT onto #, through

h(v)=TI(v) + (n-v)¢, (1.2.10)

which helps us extend the projector from T,.# onto T,7Z. On working
through the dual II" projecting 1-forms in T;# onto T;.#. We obtain a
strong duality between ¢ and n through II(£) = ¢, II(n) = 0, and IT(£) = 0,
IT'(n) = n.

1.2.3 Geodesic Kinematics

The characteristic feature of null hypersurfaces comes through understand-
ing the kinematics through the derivatives of the null normals, along
geodesic trajectories. We first extend the definition of the Weingarten map
in Eq. (1.2.3) of Z along ¢, to all vectors of T,./#, by setting

xW) = x| 5 (M(@)) = Vi, (1.2.11)

which projects the mapping onto T,7#". For the (extended) Weingarten
map, we have the eigenvector £ with the associated eigenvalue x(g), since
x(€) = x(g)l as earlier, and additionally, x(n) = 0.

Similarly, the projector dual IT* can help in extending the definition of
the second fundamental form @, defined in Eq. (1.2.4), onto the generalized
deformation tensor ®, with respect to the normal ¢,

e=1(e|,) (1.2.12a)
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which acts on vectors in T,.# and projects onto the submanifold T, /.
This can be expanded by noting Eq. (1.2.4b), and utilizing the relation in
Eq. (1.2.10), II(v) = ﬁ(v) —(n-v)¢, such that we have,

©(u,v) = h(v)-Vy £ = VE((u),§(v)), (1.2.12b)

(v)

which can be understood as the projection of the bilinear form V£ onto the
cross section, given by
® =gVt (1.2.12¢)

In index notation, this simplifies to ©,4 = hﬁhgvﬂ&,, realising its projection

onto the cross section. The bilinear form ® is degenerate along the null
normals, with @ (¢,v) = ® (v,k) = 0. Further, for any vector in the plane
orthogonal to ./, the bilinear form is null.

To express the spacetime covariant derivative of the null normal, we
begin by expanding the deformation tensor using Eq. (1.2.9a) as

O (u,v) =Il(u) - Vi) £ = (u+ (€ - w)n) - x(v)
=u-Vyl+(l-v)u-V,t
=Vl(u,v)+(l-v)(Vy,-u)+(€-u)n- x(v), (1.2.13a)

from which we can obtain the general expression,
VI=0+{@w-V, (3¢, (1.2.13b)

which in indexed notation is V¢, = 0, + w,{, —{,n"V,{,, where we have
defined the rotation 1-form w defined by

w(v)=-n-x(v)=-n -Vl (1.2.14a)

Since the projector II is involved in its definition, the 1-form w does not
depend on the extension of the vector field £ away from #, similar to the
deformation tensor ®. Further, from the action on a tangent vector, we can
deduce the functional expression for the rotation 1-form as
w=-n-Vl—(n-V, )¢

(1.2.14b)

We also note the relevant relations for the action of the rotation 1-form on
the null normal £, as w(f) = x(¢) which reduces to the geodesic equation, and
the degeneracy in the other null normal n, leading to w(n) = 0. Also, we note
the effect of rescaling the null normal, £’ = af, leads to @’ = w + IT"d In ¢,
where IT remains invariant.

Further, we proceed to generalise the notion of physical variations along
hypersurfaces through the deformation rate ® of /" along ¢, by splitting
the deformation rate onto its fundamental components,

1
= — ) 1.2.1
Q) n_29h+a+w ( 5a)
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where we can define the expansion Oe), as the reduced trace in the cross
section, given by,

6 =Tr® = O}, (1.2.15b)
=g"®,, =h"0,, ="V, (1.2.15c¢)
:V-[—K(g), (1215d)

further relating the divergence of £. Also, the trace-free symmetric part is
the shear tensor of /4 along ¢, is given by,

1
Uaﬁ =®(alg)—me([)haﬁ, (1.2.156)

and the antisymmetric part defines the twist tensor, as,

Through scaling arguments, we can realise that the deformation rate ® and
the shear tensor o depend on the choice of the null normal ¢ to 7. Further,
the above tensors depend on the choice of the cross section /" to #, unlike
the expansion 6y, which is independent of the choice of /.

1.2.4 Dynamics of Null hypersurfaces

We proceed to relate the evolution equation for the change in the expansion
6(¢) along the null generators of #, with the fundamental quantities of the
deformation rate ®. Any normal vector field £ to a null hypersurface # of a
n-dimensional spacetime (., g), obeys the Raychaudhuri equation, given by

1
-2
This characterises the evolution of the expansion parameter along the null
generators of 7, given £ is future-directed. Note that the above Eq. (1.2.16)
is a particular case of the Raychaudhuri equation, where the twist @ defined
by the antisymmetric component of the deformation rate ® of the vector
field ¢, vanishes. This appears because £ is hypersurface-orthogonal, being
normal to #, and follows from Frobenius theorem in differential geometry.
The Raychaudhuri equation, containing contracted products, is independent
of the choice of the cross section.

If we choose the null normal £ associated to an affine parameterisation
of the null generators of #, then x( = 0, and the null Raychaudhuri
equation (1.2.16) simplifies further considering the positivity of the terms.
By the null energy condition described on the total energy-momentum tensor
in general relativity, we can further realise that

VO = k)00 9(21’) — 0,0 =R(£,0). (1.2.16)

1

implying that the expansion 6y along any null normal £ associated to an
affine parameterization of #’s null generators cannot increase along £.
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1.3 Initial Value Formulation

General Relativity treats spacetime as a unified entity, whereas most of
physics considers space and time separately. The equations of motion typ-
ically predict the future behaviour of a system based on its initial state.
In physical theories, this predictive capability is often expressed by refor-
mulating the dynamical equations into an initial-value form. This means
that if we know the system’s initial state, which satisfies specific initial
conditions at a given moment in time, along with the evolution equations
for the system, we can foresee the system’s state at a later moment. This
notion of time evolution is not naturally embedded in the theory, but there
exist some methods to specify initial data as a Cauchy problem to Einstein’s
field equations, by slicing spacetime into spatial and temporal components.

1.3.1 Cauchy Problem on Spacelike Hypersurfaces

We do not have a global notion of time coordinate in general relativity due
to diffeomorphisms between space and time coordinates. To introduce the
notion of an initial value formulation, we must impose the foliation of the
spacetime. We begin with the notion of a Cauchy slice ¥, as a spacelike
hypersurface in a spacetime ¥ C ./, such that every inextendible causal
curve in / intersects ¥ exactly once. A spacetime (/,g) admitting a
Cauchy slice X is termed globally hyperbolic, and has topology ¥ xR, which
induces the notion of time.

Building upon, for a globally hyperbolic spacetime, we have a family of
spacelike hypersurfaces {¥;};cg, such that we define a foliation as a family
of non-intersecting ¥; N X, = 0 for t = t’ spacelike hypersurfaces, with the
foliation covering the entire spacetime, as # = J;cp X¢-

Considering ¥; as the level sets of some smooth scalar field ¢, such that
the gradient dt is timelike, we denote n as the future-directed timelike unit
vector normal to X;, such that the dual 1-form n, is parallel to the gradient
field,

n=-N dt, (1.3.1)

where the proportionality factor N is the lapse function, which ensures the
normalization, n-n = -1.

On A/, we can further introduce a 3+1 coordinate system adapted to
Y, foliation by considering, on each hypersurface ¥;, a coordinate system
{x'}, such that x’ varies smoothly from one surface to another. We thereby
have a well-behaved coordinate system (t,x') on ./, where the coordinate
time vector 9; = % is the effective dual to the gradient 1-form dt, as in
g(dt,d;) = 1. Since we note n - d; = —1 from the normalization condition, we
use Eq. (1.3.1) to arrive at the orthogonal 3+1 decomposition,

9;,=Nn+N, (1.3.2)
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where N is the shift vector of the coordinate system satisfying, n- N = 0.

Given this, we have the components g, of the metric tensor g, expressed
in the coordinates (t,x’) in terms of the lapse N and the components N of
the shift vector N, through the line element, as

ds® = gdxtdx" = -N?dt* + q;; (dx' + N'dt)(dx) + Ndt), (1.3.3)

where g;; are the components of the spatial metric q, defined through the
first fundamental form, as the induced metric,

q=g+non, (1.3.4)

which is positive definite. Further, we can relate ¢ = det(g) and g = det(q),
through the relation, /=g = N+/g.

The metric naturally induces an endomorphism on T,.# canonically
associated with the metric, as the orthogonal projector onto X;, given by,

Iv)=v+(n-v)n, (1.3.5)

whose existence is uniquely defined, unlike for null hypersurfaces, which
can project quantities on the hypersurface.

Subsequently, there exists a unique torsion-free connection D, on ¥;
associated with the metric g, as Dgq = 0, which amounts to the pull-back of
the covariant derivative using the projector dual IT" as

Dv =1IT" (Vv), (1.3.6)

for a generic vector field v, termed as the Levi-Civita connection associated
with the metric q.

As previously, we can define the Weingarten map as in Eq. (1.2.3), but
with respect to the null normal n, as the endomorphism on T,%;, as

K(v) = V,n, (1.3.7)

which can be shown to be well-defined and self-adjoint with respect to
the metric . We can also, orthogonally extend the map to T,.#, with the
orthogonal projector ITin Eq. (1.3.5), by setting K(v) = Vyyn.

Further, we have the extrinsic curvature tensor K of the hypersurface, as
the (negative) second fundamental form, given by

K(u,v)=-u-K(v), (1.3.8a)

which can be further simplified, due to the self-adjointness leading to a
symmetry, as in Eq. (1.2.4), to arrive at

K = -IT*(Vn), (1.3.8b)
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where we can substitute the explicit expression of the metric in Eq. (1.3.4)
to arrive at
K=-Vn-DInN®n, (1.3.8¢)

where we realise that V,n = DIn N since IC(n) = 0.
Now, we proceed with deriving local quantities on ¥;, through projec-
tions arriving at the Gauss-Codazzi relations, as

Hfjngningz{’;po = <3>ng5 + K Kgs—K§Kp), (1.3.9a)
Hgngng’nak’;pg = DgKy —DKp,,. (1.3.9b)

The above relations are derived from projecting the intrinsic Riemann
tensor @R, and using the commutation of two covariant derivatives with
respect to the connection D, analogous to Eq. (1.1.3), as,

O'R(w,w,u,v) = q(w,DyDyw - D,Dyw - Dy yw), (1.3.10a)
which can be explicitly defined through its components, (S)Raﬁyé, given by
the projected Ricci identity as,

_3)pY
(DaDg—DpD,)w? = R gt (1.3.10b)

Further, if we contract the Gauss relation above, and use the idempotence
of the metric projections, and further take its trace with respect to g, we
obtain

R+2R,,n"n” = PR+ K> -K,, K", (1.3.11)
where K = ¢#”K,,. This fundamental relation connects the intrinsic curva-
ture of ¥;, represented by the Ricci scalar ()R, to its extrinsic curvature,
represented by K? — K, K"”.

We now project the Einstein’s equation in Eq. (1.1.7), using the projector
operator IT, to arrive at the dynamical equation, given as

LnnKap=-DaDgN + N[ ®IRyg— 2K, KE + KK +470((S = E)ap — 2Sap]
(1.3.12)
where the energy density, E = T (n,n), that is E = T,,n"n", and § = II'(T)
such that S, = IT411%S,, is the strain tensor with S = h%F Sap being its trace,

: . BrY
which are projected components of the matter stress-energy tensor. We

can also express the extrinsic curvature in Eq. (1.3.8) in terms of the Lie
derivative of the metric q as its evolution equation given by,

LynGuy = —2NK,,,. (1.3.13)

Further, the orthogonal projections of the Einstein equation lead to
constraint equations, which are given by

GIR+K?-K,, K" = 16nE, (1.3.14a)
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DMK, — D K = 87],, (1.3.14b)
H

where E corresponds to Hamiltonian constraint, and the momentum constraint
is characterized by J(v) = -T (n,II(v)), equivalently, J, = —I1h T,yn", which
is the momentum density.

Since the constraint equations in Eq. (1.3.14), do not contain any second-
order derivatives of the metric in a timelike direction, unlike the dynamical
equation in Eq. (1.3.12), they are not associated with the dynamical evolu-
tion of the gravitational field, and represent constraints to be satisfied by
the metric g, and the extrinsic curvature K, on every hypersurface X;.

The initial data problem consists of specifying the values of g and K
on some initial spatial Cauchy hypersurface ¥, and then evolving them
according to Eq. (1.3.12) and Eq. (1.3.13). At each point, including the
initial data, we must satisfy the constraint relations in Eq. (1.3.14), and such
a well-posed initial value formulation exists.

By using coordinates adapted to the foliation, we can transform the
system of tenosrial equations into partial differential equations, through the
natural basis of T,./# as (d;,0;) as the directional derivatives. The time vector
d; is tangent to the lines of constant spatial coordinates, and the vector 0; is
tangent to lines in the hypersurface, such that it belongs in T,,%;. With this,
the Einstein equation reduces to a second-order non-linear partial differen-
tial equation system for the unknowns {gq, K, N, N}. Using this framework,
the Hamiltonian and momentum constraints become a system of elliptic
partial differential equations on each submanifold ¥;, whereas the evolution
equations take the form of hyperbolic partial differential equations.

Given a set {¥9,4,K,E,p}, where ¥ is a 3-dimensional manifold, g is
the Riemannian metric on ¥, K is a symmetric bilinear form on ¥, E and
p respectively scalar and vector fields on X, which obeys the constraint
equations in Eq. (1.3.14), there exists a spacetime (/Z, g, T) satisfying the
Einstein equation, and X can be embedded as an hypersurface of /Z, with
induced metric q and extrinsic curvature K. This is the formulation of the
Cauchy initial value problem on spacelike hypersurfaces in Relativity.

1.3.2 Characteristic Problem on Null Hypersurfaces

Unlike the Cauchy problem described earlier on spacelike hypersurfaces,
the Characteristic problem deals with initial data on one or more null hy-
persurfaces, which can be written as ordinary differential equations, which
we refer to as propagation equations, with simpler constraints. The Cauchy
problem is natural for problems relating to the space-like infinity, whereas
the Characteristic problem is suited for questions concerning black hole
horizon neighbourhoods and null infinity with the study of gravitational
radiation.

We now consider two smooth null hypersurfaces # and #5, which
intersect transversely in a codimension-2 submanifold .#” which is spacelike.
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The characteristic initial value problem involves the choice of data on / U
7, such that the solution can be determined, and the determination of
the spacetime to the future of 7 U #,. Near the hypersurfaces, we can
choose adapted coordinates {x!,x2,x%}, such that N; corresponds to the
set {x; : x; = 0} for i = 1,2. Under some conditions for the metric on the
hypersurface to be characteristic, it can be shown that the Raychaudhuri
equation in Eq. (1.2.16) provides a natural constraint equation for the null
generators of the hypersurfaces.

The set of constraint equations forms a hierarchical system of ordinary
differential equations along the null generators. This system is solved
sequentially, or propagated from the intersection surface ./ outwards. In
the formulation we work with, we specify the conformal class of the metric
on the cross-section //, as the initial data. This is represented by a fiducial
metric g4, which relates to the induced 2-metric g by the relation,

g =0%x',x%)3, (1.3.15)

where Q(x!,x?) is the conformal factor as a non-negative scalar field on
M . The power of the conformal method lies in its transformation of the
primary constraint equation. By substituting the ansatz metric and the
requisite expansion in Eq. (1.2.15d) and shear in Eq. (1.2.15e) into the non-
linear Raychaudhuri equation in Eq. (1.2.16), we arrive at a second-order
ordinary differential equation for the conformal factor (. We can integrate
the equation along null generators of the hypersurfaces # and 75 given
initial data on /.
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Chapter 2

Spinorial Coordinates

2.1 Tetrad Formalism

At each point of spacetime, we set up a basis of four contravariant vectors,

efa) (a=1,2,3,4), (2.1.1)
where (a) denotes the tetrad indices. The choice of the tetrad basis is charac-
terized by the underlying symmetries of spacetime, and we project relevant
quantities onto the chosen basis.

Associated with the contravariant vectors in (2.1.1), we have the covari-
ant vectors

€a)u :gyve(vu): (2.1.2)

lowered by the metric tensor g, .

In addition, we define the analogous tetrad inverse e(b)
& H
[e(ya)] with the tetrad index labelling the rows and the tensor index labelling

the columns, such that

of the matrix

wo(b) _ ((b)
€()en _6(a), (2.1.3a)
e(‘u)e(;’) =5 (2.1.3b)

Note that we obtain the relation, relating the spacetime metric that
completely defines the inverse,

e(a)ye(va) = gwe(ya)eg,a) = &uv- (2.1.4)

Further, as part of the definitions, we define a constant symmetric matrix,
"(a)(D)s

€ = @by (2.1.5)

If we suppose the basis vectors e(”a)

Nayp) = diag(+1,-1,-1,-1).
Defining the inverse (”/?) of the matrix [1)q )] from Eq. (2.1.5), we have

are orthonormal, we would have



18 CHAPTER 2. SPINORIAL COORDINATES

=eMsYe (), =0 5 (2.1.6)

Further, we have the raising and lowering of tetrad indices,

(a) (a) (
n(a)(b)e}la = e(”a)e(b)ve’f = e(b)ve(va)e’f) = e(b)w (217a)
b b b
ROy, = el = ePe@re, =l (2.1.7b)

Now, given any vector field, we obtain the tetrad components by project-
ing it into the chosen tetrad frame as

A(a) = E(a)”A” = e(Ma)AM (2183)
A@ = @), = DA = DHa, (2.1.8b)
with the vector components related as
Al = efla)A(a) = e(“)"A(a). (219)
For a general tensor field, we have
N _LH
T(a)(b) = e(a)e(vb)Tw = e(a)TM(b) (2.1.10a)
b
TI‘V = 6;;1)61, >T(u)(b) = eLa)T(a)v. (2110b)

From Egs (2.1.3), (2.1.5), (2.1.6), (2.1.7), we realise that we can freely
interchange tensor indices to the tetrad indices and vice versa; raise (lower)
tetrad indices with q(”)(b) (with 17(5)1))-

2.1.1 Directional Derivatives

The natural notion of tangent vectors is to analyze them as directional deriva-
tives along integral curves. Analogously, we can define the directional
derivatives considering the contravariant vectors as

d
_H
€)= e(a)—ax”. (2.1.11)
such that, for a scalar field ¢, we have
d
_M 9P
a(a)qp _e(a) axl,{ —e(a)aﬂQD; (2112)

and in general
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_ M _ M

= e(b)ay[e(va)Av] = e(b)V#[eVa)Av]

— M K

= e{y) VAvely + Vielae(p el A (2.1.13)

As a beautiful geometric insight of the directional derivative of the basis
vectors along the tetrad directions projected onto the tetrad, we note the
quantity

Ve = e eV (2.1.14)
nayy = €v V(c)(a)(b)Cp
as the Ricci rotation coefficients, such that we can rewrite the directional

derivative as
_ K
InyAte) = ) Vihveln + VieramA' (2.1.15)

Since #4)(p)’s are constant in the tensorial coordinates, we have

0= 9utiayb) = Vullay) = Vule(zeioy]
= (Vueyewy + ey (View)yr)

(b) (
= (e(c)vy/(c)(a)(b)ey Jewyy + ez/a)(evC)V(C)(b)(a)eﬂ

_ o

= e(f)[wc)(a)(b) + Y@y (2.1.16)

(c
Y(©@®)Opr + O Va)o)(b)ep

thus resulting in antisymmetry in the first pair of indices as,

Y(e)a)(b) = ~Y(a)(c)(b)- (2.1.17)

This antisymmetry profoundly manifests the power of the tetrad formalism
in representing the curvature through w independent components of
the Ricci rotation coefficients in n-dimensional spacetime. Specifically, the
relevance of 24 independent components in 4-dimensional spacetime is
beneficial as compared to the 40 independent components of the Christoffel
symbols.

Thereby, we can rewrite Eq. (2.1.14) as

— _e(c)vy(a)(c)ﬂ _ _7/(1;);4‘ (2.1.18)

To understand the local nature of the connection coefficients y(,))(c),
we note that the derivative difference can be manifested as the covariant
derivative difference.

Consider the following term A, ;)c) defined as

_ (]
A@)(b)(e) = Ove(b)ue(a)€(c)

_ " _
= I ew)ulC(a)¢le) = VIvemuia©ie)
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= Y(@)(b)(c) ~ V(c)(b)(a) (2.1.19)

where we have replaced with the covariant derivative for symmetric connec-
tions.
Thereby, from Eq. (2.1.19), we have the following relations

Aa)b)e) = Y(@b)e) = V(e)b)a) (2.1.20a)
Ae)a)(b) = V(c)a)(b) ~ V(b)(a)(c) (2.1.20b)
A®)(e)a) = V(b)(e)a) ~ V(a)(c)(b) (2.1.20c¢)

which can be rearranged to arrive at,

1
Y@)(b)(e) = E[Aw)(b)(c) +A(e)(a)b) ~ A(b)(c)(a)]- (2.1.21)

Thus, we have a completely local formulation of the connection coefficients
with respect to the ordinary derivatives.

2.1.2 Intrinsic Derivative
Further, to understand the notion of the effective covariant derivative in the
tetrad coordinates, we can rewrite Eq. (2.1.15) as
I _
ey ViAven = 9 A ~ VowmA
= ) A@) =1 VieNa) ) Ad)y (2.1.22)

where we subsequently denote it as the intrinsic derivative of A, in the
direction e, as

V(b)A(a) :e” V,A, e}, (21233)

(
VA, = eV Ae) (2.1.23b)
pv =€ V(o) Aa)ly - L

Thereby, we have the equivalent notion of the covariant derivative in
terms of the intrinsic derivative relating to the directional derivative from
Eq. (2.1.22) as

d
VA = 96y Aw — 10 @A) (2.1.24)

The intrinsic derivative of the Riemann tensor in the tetrad coordinates
is given by

4

_ K

VinR@werd) =€) ViuRob)end)¢a)
_ K 4 B
= e(f)VﬂRvyaﬁe&)e(b)ef‘c)e(d). (2.1.25)
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2.1.3 Riemann Tensor Projection

By the definition of the Riemann tensor, we note
Rﬂvaﬁe(lla) = VaVﬁe(a)v - Vﬁva(f(a)ﬁ, (2126)

which, on projection with the tetrad frame, we have,

I B
Riaywyoa) = Ryuvapeia)€(b)¢(c)%a)
\Y (Ve )e" e? of —V(V e )e" e? of
= Val VB a)y J51b)(c)%(d) B\ Y aC@)v )¢5)%(c)C(a)
_ (f) (8) B f) (8) B
—Va(ev V(f)a)(g)€p )e(vb)eoé)e(d)_vﬂ(ev Y(f)(a)(g)Ca )e(vb)e(oé)e(d)'
(2.1.27)

Ra)b)e)a) = Va et/ )V(f>(a)<d)e<vb)e('2> +Va Vb)) + Vo)ag Ve eﬁag)e%e(ﬁd)
Ve e el efd) -V, m)(a)(c)ef )~ Vo)ae) Ve e&g)e‘ﬁ)e(ﬁd)
= & Yoo e Va2 * P VoHaa) €y
YO V(0% oy =S Vit Yo
—d; V(b)(a)(C)efd) - V(b)(a)(g)eth)%(if))(i)eg )e%efd)
_ y((é())(c)y(f)(a)(d) +0(0) Y (b)(a)(d) T V(b)(a)(g)y((g))(d
- 7/(({:))(d)7/(f)(a)(c) = @)Y (b)(a)(e) ~ 7’<b><a><g>7/<(cg>)<d> (2.1.28)
Thereby, we have
Riayw)(e)d) = =2V (@)b)(c) + Q) Via))(d) T V(b)a)(f) Vécf)zd)
~Vixa | * Vibtay Y rane = Vi Vi) (2129

Because of the antisymmetry of the rotation coefficients in the first pair
of their indices, we have 36 equations of the kind Eq. (2.1.29).

Further, the intrinsic derivative d )R a)p)(c)a), using Eq. (2.1.25) and
Eq. (2.1.3), equals
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which we can rewrite as

VinRwyena) = ) Raym)e)a)
= 179Dy pranRaeiera + Yermmn Rgoer
+YpraH Ramio@Yea@nRaeew|  (21.31)

2.2 Newman-Penrose formalism

The Newman-Penrose tetrad formalism [1] is a special choice of basis vectors
to manifest the spinorial symmetries of general relativity through a null
basis. The null vectors defined earlier, £ and n in Eq. (1.2.7), comprising
TPL/V = Span({,n) are extended with two orthonormal vectors in T, /',
which are complex conjugated by superpositions. We have the basis vectors
as {{,n,m,m}, where £ and n are real null vectors, and m,m are complex
conjugates of each other. Because there is no complete real basis of null
directions in a Lorentzian manifold, two of these vectors have to be complex,
and since the final metric is real, these two complex tetrads are complex
conjugate. The two real tetrads label particular ingoing and outgoing null
directions, so this formalism is well adapted to describe geometrically the
propagation of gravitational radiation.

2.2.1 Null Basis

We have the orthonormal conditions

t-m=f-m=n-m=n-m=0, (2.2.1)
and the null requirements,

(- l=m-m=m-m=n-n=0. (2.2.2)

We further introduce the following normalization conditions on the
basis vectors as

t-n=1, m-m=-1. (2.2.3)

From Eq. (2.1.5), we have the fundamental representation 7,4 as a
constant symmetric matrix of the form

-t ¢-n €-m ¢€-m 01 0 O
nt n-n n-m n-m 1 0 0 O

)] = m-f m-n m-m m-m| |0 0 0 -—-1| (2.24)
m-{ m-n m-m mm-m 0 0 -1 o0
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further relating the inverse

01 0 O
el =011= [, o o ) (2.25)
00 -1 0
with the correspondence
e,=C, e,=n, e,=m, and e;=m, (2.2.6)
with the corresponding covariant basis
el = ng(“)e(a) =-n, (2.2.7a)
e" = n”(“)e(a) =-¢, (2.2.7b)
e = nm(“)e(a) =, (2.2.7¢)
e = qﬁl(“)e(a) =m. (2.2.7d)

Thereby, the spacetime metric g can be written in terms of the complete
basis {{,n,m,m}, as,

g=—"t@n-n@l+mem+mem, (2.2.8)
and with index notation given by,
b _
gl“” = q(a)(b)eﬁf)e(v ) = 2(—€(M11V) + m(ﬂm,,)). (2.2.9)
Further, since the tetrad {f,n, m,m} is complete, we have
oh = —t'n, —ntl, + mtim, + mtm,. (2.2.10)

The dual cotetrad can further be designated as the directional derivatives
along the basis vectors with

e,=C('V, =D, (2.2.11a)
e, =nl'V,=A, (2.2.11b)
e, =mh'V, =9, (2.2.11¢)
e =V, =4 (2.2.11d)

We can project the intrinsic derivatives, such that the Ricci rotation
coefficients are designated as,

1

1 1 _ _
€= 5(711% + Vmme) = —[EZ(VHE&,) + e;/n(vyerﬁv)]elg = z[”vvpgv + mvvpmv]gﬂx

2
(2.2.12a)
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1 1 1 _ _
Y= E(Vnén + Vimin) = _[e%(vpeh) + e;(vyen‘zv)]ez = E[”vvygv + m”vﬂmv]n#’

2

(2.2.12b)
= 2 Yt + Vi) = l[e”(V ery)+ e (Ve e = l[nvv Oy + 1V 1, ¥
ﬁ—zyném mem—zn uslv m\ ¥ pSmy) |Sm = 5 utv ultty ’

(2.2.12¢)

1 1 1 ) 9.

a = E(Vnérfz + Vi) = E[e%(vyeév) + e%(vyeﬁw)]elrlh = 5[”vvy€v + mvvymv]mﬂ-

(2.2.12d)

K= Vee = en(Vyegy)ey = m¥'V,0, 0, (2.2.12€)

T= men - e;/n(vyefv)e‘:: =m vlugvn ’ (22 12f)

O = Vimem = em(Vepy)el = m"V, L,mh, (2.2.12g)

0 = Ve = en(Vyeey el = m"V £, (2.2.12h)

7= Ve = €n(V ey )€y = n''V, i, fF, (2.2.12i)

V= Vnmn = eZ(V”e,ﬁv)e’fl = nvvlﬂflvn”, (2.2.12j)

1= Voriom = €3V €y e = 1"V y1it, m, (2.2.12K)

A= Vo = e%(vyen‘w)ega = nvvymvm]l (2.2.121)

Through this, we can specify the nature of the directional derivatives
through their actions on the basis vectors in terms of their components.
Now, we expand,

DE =MV, = 0'V ,(0Ve,) = =Y (ayece™

= Yneel = Voo™ — Vipeem
=(e+ &) —Kkm—xm. (2.2.13a)

Similarly, we can further note analogously, the concise representation in
terms of the components of the directional derivatives,

Dn =—(e+€é)n+mm+1tm, (2.2.13b)
Dm=7nl—-«xn+(e—-€)m, (2.2.13¢)
A=(y+y)t—tm—1m, (2.2.13d)
An=—(y+7y)n+vm+vm, (2.2.13e)
Am=vl—tn+(y—-7y)m, (2.2.13f)
ol =(a+p)t—om—om, (2.2.13g)
on =—(a+ p)n + pum+ A, (2.2.13h)
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om=M-on+(f-aym, (2.2.13i)
om = jil —on + (a - p)m. (2.2.13j)

A convenient method for encoding, through the exterior derivatives and
Cartan’s Identity as elaborated in Sec. A.1, as

db=(e+&)An+[T—(a+B)lAm+[t—(a+p)lAm

+knAm+xnAm+(0—p)mAm, (2.2.14a)
dn=(y+p)An—-vlAm-veAm—[n—(a+p)|nAm
—[t—(a+p)nAm+(i—p)mAm, (2.2.14b)

dm=(t+7)0An—[ji+(y—P) [ Am+ A Am
+lo—(e—é)lnAm+onAm+(a—p)mAm. (2.2.14¢)

2.2.2 Curvature

By our analogous representation, we can realise the the parallelism to the co-
variant and contravariant indices, such that we have the tetrad components
of the Eq. (1.1.6), as

= Risyoltaa)) + g R o) = ereaa - (2215)

where R, denotes the tetrad components of the Ricci tensor and R is the
scalar Ricci curvature given by

bd
Ria)e) = 17" Ria)b)(c)(d) (2.2.16a)
R= ﬂ(u)(b)R(u)(b) = Rym + Ryne = Ry — Rym
= 2(Rpp = Ryip). (2.2.16b)

where we have utilized the antisymmetry of the Ricci tensor.
Further, we have the trace-free nature translating in the projected tetrad
frame, as,

NCaywera) = Cewiem + Cuwyre = Cpiern = Cinoyiem = 0. (2:2.17)

Besides, we must also require that, by the Bianchi identity translated into
the tetrad frame as,

Cénmn'l + Cfmrﬁn + Cérfmm =0. (2-2-18)
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From the above Eq. (2.2.17), (2.2.18), we have the following constraints on
the Weyl tensor components as

Cemen = —Cumeern = —Creen — Creee + Crneem
= Ciaeem = Comme = —Comen = 0, (2.2.19a)
Similarly, we have
Coumen = Coeen = —Cemme — Cemme + Crivmmm = —Comem = 0, (2-2-19b

C€mmn = _Cfmmé + Cmmmm + Cn’dmmm = _CfmmZ = _C€mm€ =0, (2-2-19C
Cemmn = —Comme + Commm + Ciavmmm = —Comme = —Comme = 0, (2.2.19d

Cenne = —Ceinen = Camee = Comem — Crmem = —Crmimen = Cemmmo 2.2.19¢
Cfnmn = _C€€m€ + Cmfmrﬁ + Cn'1€mm = Cm€mrﬁ = Cfmrﬁmr (2-2-19g

)
)
)
Cenme = =Comen = Cemee = Coumern = Caimem = =Conmem = Commm, (2.2.19e)
( )
)

Cenmn = =Crome + Cnenm + Ciaemm = Caernm = Commm- (2.2.19h)
Further, from the cyclic property in Eq. (2.2.18), we arrive at

Cenen = —Cunee + Counerin + Cinem = Conemn + Crnem
= (_Cmfn'ln - Cmrfmf) + (_Cmémn - Crﬁmnf)

= C€mrfm + Cnmrﬁ€ = Cmmmm + Cmrﬁmm = Cmrfzmrfu (2-2-19i)
Cfmrfm = _CnmrM + Cmmrfm‘q + Crﬁmnﬁm = C€rfmm + Crﬁmnﬁm
1

= (_Cann'q - Cﬁmrﬁn) + Corummm = E(Cmrﬁmm - Cfnmrﬁ)- (2-2-19j)

We now can relate various components of the Riemann tensor to those
of the Weyl and the Ricci tensors as

1 1
R€n€n = Cfnfn + E(an + Rn[) - gR
1
= Cfnfn + Rgn — gR, (2.2.20&)

In a similar notion, we can further rewrite the other independent compo-
nents as

1 1
Remmm = Cmeﬁ + E(_Rmrﬁ + R€n) - ER

1/1 1
= Comnm + _(_R)_ —R

2\2 6
1
= Copmn + ER, (2.2.20b)
Renmm = Cenmmns (2.2.20¢)
1 1

Roimm = Cmmmm - —(Rmm - Rmm) - gR

\S]
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1
= Cpimmi — —R,
mifmi ¢
Remem = Cém(ml
Rymnm = Cnmnm:
1 1
Remen = Comemn + ERM = ERN’
1 1
Rymnm = Cnmnm + ERnn = ERnnr
1 1
Rinemn = Cmémn - ERmm = _ERmmf

1
Renem = C€n€m + ERfml
1
Remmm = C€mmrﬁ + ERfm’
1
Repnm = Cfnnm - =Ry,

2

Rymmm = Cnmmn‘q + Ean-
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(2.2.20d)

(2.2.20e)
(2.2.20f)

(2.2.20g)
(2.2.20h)
(2.2.20i)
(2.2.20j)
(2.2.20k)
(2.2.201)

(2.2.20m)

Further, we combine the 10 independent components of the Weyl tensor

in this formalism as five complex scalars, given by

Wo = Comem = Cyvaﬁeﬂmveamﬁ:
W = Conem = Cyvaﬁginvgamﬁ;
W = Commn = Cyvaﬁgﬂmvmanﬁr

W5 = Conin = Cyvaﬁginvmanﬁr

Wy = Coinim = Cpyapnt'm’ n“mb |

(2.2.21a)
(2.2.21b)
(2.2.21¢)
(2.2.21d)
(2.2.21e)

The Weyl tensor can be independently written as a combination of the five

complex scalars.

Finally, the ten components of the Ricci tensor are defined in terms of

the following four real and three complex scalars as

R 1

1 _
= ﬂ = E(an - Rmrﬁ) = ZRyv(gpnq - mpmq),

1 1
Do = §R€€ = ER’WKVE’,

1 1
Oy = Z(RZH + Rym) = ZRluv(gynv +mhmY),

1 1 wov
Dy, = Eer = ER/,H/n n-,

1 1
Po1 = S Rewm = ERyvgymv'

(2.2.22a)
(2.2.22b)
(2.2.22¢)

(2.2.22d)

(2.2.22€)
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Dy =Dy, = —%Rm = %Rwﬂ‘n‘zv, (2.2.22f)
Dy, = %Rmm = %me"m”, (2.2.22¢)
D,y =Dy, = —%R,M = %meﬂm% (2.2.22h)
Dy, = %an = %an”m”, (2.2.22i)
Dy =Py, = —%Rm = %an#m% (2.2.22j)

2.2.3 Newman-Penrose Equations

Since the null tetrad is not typically a coordinate basis, we have some non-
trivial commutation relations. We begin with explicitly stating commutation
relations, with the formulation of a Lie bracket [e(u), e(b)], for a general tetrad,
as

()
letay €(6)] = (Viev)@) ~ Vieraio)e'” = Ciaypy ey (2.2.23)
For instance, we expand the relation for a scalar function f as
[A,DIf = A(Df) = D(AS) = 1V, (€'Y, ) = £, (1" V., )
="V, OV, f + 10OV N f = V'V f 0V, Y, f
= (n'V, 0" = 0'Vin" )V, f = (AL” —Dn")V, f.

Thereby, we substitute the Ricci-rotation coefficients from Eq. (2.2.13) such
that we simplify as

[A,D] = (A" -Dn")V,
=((y+ )" —tm” —tm” + (e + é)n” —mum” — ")V,

=(y+7)D+(e+&)A—(T+m)0—(T+7)0, (2.2.24a)

such that we obtain the requisite structure constants. In a similar fashion,
we have

[6,D]=(a+B-7)D+xA—(0+€—€)d-0), (2.2.24b)
[6,A]= VD +(t—a-B)A+(u—y+7)5+Ad, (2.2.24¢)
[6,8]=(fi—w)D +(p—p)A+(a-B)o+(B—a)d. (2.2.24d)

Further, we shall explicitly compute components of Weyl tensor from
Eq. (2.2.21), through the relations in Eq. (2.2.20), in terms of the rotation
coefficients by substituting them in Eq. (2.1.26), beginning with,

Wo = Cenen = Renen
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= =ImVeme + ¢V emm + Vmta [ng - 7’,315] + VmmVatt = Ve Vatm
= a{mem - amyfmf —Veme (yn'zmm tYenm = Vatm T Vame men)

+ Yemm (Vr?zmm +Yenm = Vnm t Vame + 7€mn)
=Do-oxk—-«x(i—-1-3f-a)-0(3e-€+p+0) (2.2.25a)

We proceed further in a similar sense to derive other components of the
Weyl tensor in Eq. (2.2.21) as,

1
Wi = Cenem = Remen — ERfm
=Dt-Axk—-p(t+7)—0(T+m)—1(e—€)+x(3y+7)—Dy;, (2.2.25b)
1
Y, = - =R - ——R
2 C€mmn nmi

=Du-on—(ppu+or+vr)-—m(i—a+p)+u(e+é)-2A, (2.2.25¢)
1
W3 = Coninn = Commm = Rumne + ERnrﬁ

=Dv-An—-pu(n+7)-A(7t+71)-1m(y—7)-v(3e+€)—Dyy, (2.2.25d)
WYy = Comnm = Rumnm

:5v—AA—A(;4+ﬁ—37/—)7)+v(3a+/§+n—f). (2.2.25¢)

Further, as noted in the context of tetrad formulation, there are 36
equations of the kind Eq. (2.1.29), but we can condense the above equations
and expand further components of the Riemann tensor and Ricci tensors,
to arrive at the following 18 equations (and their complex conjugates). For
ease of presentation, the equations containing the A operator will be radial,
as follows,

Ant—Dv=—pu(n+7)-A(t+71)-1m(y—y)+ ( €+€)—\; — Dy, (2.2.26a)
AB=ody=y@+p-1)—put+ov+ev+p(y—yv—p —al->y,, (2.2.26b)
Aa-bdy=v(p+e)-A(t+p)+a(y- ,u)+y(/3 T) P, (2.2.26¢)
A/\—Sv:/\()7—37/—y—ﬁ)+v(3a+/j’+7z—T)—\If4, (2.2.26d)
A}l—éV:—pL2—|/\|2— (y+7y)+vn+v(@+3p—1)-Dpp, (2.2.26¢)
Ap—ST:—pﬁ—a/\+r([5—a—T‘)+p(y+)7)+v1c—\112—2A, (2.2.26f)
Ao —6T=-po - Ap+t(t+p- a)+a(3y—77)+K17—CI>02, (2.2.26g)
Ax-Dt=-p(t +70)—0(T+m)—T(e—€)+x 3y +7)-¥ - Dy,
(2.2.26h)
Ae—Dy=—-a(t+7)-p(T+m)+2ye+yé+ey—tn+vk -V, - Dy + A,
(2.2.26i)

with the evolution equations containing the directional derivative D, are,

Do-dx=p>+|o]>+p(e+é)—RT+ K(T( -3a —B)+CD00, (2.2.26j)
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Do*—cSK:o*(3e—é+p+§)—1<(f(+T+3/§+a)+\lfo, (2.2.26k)
Da-de=a(p+é-2e)+po—-Pe—kA-Ky+m(e+p)+ Py (2.2.26])
Dp-de=o(a+mn)+p(0—€)—«x(p+y)+e(fi—a)+¥, (2.2.26m)
D/\—Sn:p/\+6;4+n(n [3) VR + A(€-3€) + Dy, (2.2.26n)
Du—-om=pp+or+mn(n—a+p)—pule+é)—vk+\¥, +2A, (2.2.260)

and the angular field equations comprising the 2-surface derivative 9, as,

da =6 =pp— Ao +lal’ +1B> - 2aB+y (0—-0)+e(p—ji) =Wy + Oy +A,
(2.2.26p)

5@—50:p(o_c+ﬁ)+G(ﬁ_—3a)+’c(p—@)+1c(y—ﬁ)—‘l’1+CD01, (2.2.26q)

SA=bp=v(o—0)+m(p—@)+p(a+pf)+A(@-38)-Ws+Dy. (2.2.26r)

Further, the projection of the Riemann tensor covariant derivative with
cyclic exchange of indices leads to the first Bianchi identities,

DW, — W, — 6Dy + ADyg = —AW) + 2V (11— a) + 3pW, — 2k — 2Dy, (a + 7T)
+20D11 + 6Dy — Dog (i — 2y —27) - 21Dy
—2DA, (2.2.27a)
OW, — DW; — 6Dy + DDy = 2AW; — 310V, + 2Ws (€ — 0) + KWy + 2@ (0 — €)
—2u®y o+ 21Dy | — RDyy — Dy (2d — 28 — 7T)
—25A, (2.2.27b)
AW, — 5, + 5Dy, — ADy; = vWy + 2W, (¥ — p) — 3T, + 20W5 + 2Dy (ji— )
= 20D5 - VDo + 27Dy + Doy (7 - 26 + 20

1+ 26A, (2.2.27¢)
5‘1”0 - D\Ijl - 5@00 + Dq)()l = ‘*IIO (4a - T() - 2‘*1]1 (20 + 6) + 3K\P2 + 2(1301 (6 + p_)
+20'(D10—2K(D11 —K(Doz, (2227d)

AW, — 5 + DD,y — 5Dy = 20, — 3y + 25 (B —7) + oWy + 205, (72 + f)
—2uDy | — Ay + 27Dy 5 + Dy (5 — 26 — 26)
“2AA, (2.2.27¢)
DY, — W — 0Dy + ADyg = —=3AW, + 2W5 (210 + a) — Wy (4€ — p) + 2Dy (o — 7)
+2v®Qyg + 3Py — 24Py — DPyq (fi+ 2y - 27),
(2.2.27f)
AWy — W, — 5Dq; + DDy = Wy (4y — 1) — 2, (27 + B) + 30, + 20y, (72— B)
—2KkD;, — ADg + 20D, | + Dy, (0 + 2€ — 2€),
(2.2.27g)
AW; — Wy — ADy; + 6Dyy = 3vW, — 2Ws (p + 2p) — Wy (T — 4B) + 2Dy (fi+ )
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- 2Vq)11 - 17@2() + 2/\(1)12 +q)22(’l_' —2a— Zﬁ),
(2.2.27h)

and the contraction gives the second Bianchi identities, namely

5@01 + 6(1)10 - D((I)ll + 3A) —ACDOO = 15(1)12 + K(I)21 + (DOI (20( + 2T — T()
+q)10 (26? + 2T—T_() - Zq)ll (p + ﬁ)
—0Pgy — 0Dy + Do (p+ fi—=2y =27),
(2.2.271)
5(1)12 +6CD21 _A(q)ll + 3A) —Dq)zz = —V(D()l — 17@1() +q)12(’f - 2/;— 27'()
+ Dy (T =28 -270) + 201 (u+ fi)
_CDZZ (p+p_—2€—2é)+/\q302+/‘®20,
(2.2.27j)
6(@11 — 3A) - Dchz - A(DOI + 5@02 = K(D22 - ﬁq)oo +(D02 (’l_’ -+ 20 — 2/;)
— O'q)21 + /ichO + 2@11 (T —T_()

— D12 (20+0-26)+ Doy (21 +p—2y).
(2.2.27k)

Thereby, the basic equations of the Newman-Penrose formalism are
comprised in the commutation relations in Eq. (2.2.23), the field equations
in Eq. (2.2.26) derived from the Ricci identity, and the Bianchi identities
in Eq. (2.2.27). In a vacuum spacetime, the Ricci scalars vanish, and the
relevant relations can be further simplified.

2.2.4 Maxwell’s Equations

The antisymmetric Maxwell field tensor F can be encoded into the following
three complex scalars in the Newman-Penrose formalism, as projections
given by,

(1)0 = Fgm = Fwﬂlmv, (22283)
1 1

1= 5 (Feut Fin) = 5 Eyy (0" + 1", (2.2.28b)

¢or=Fpp = meﬂnv, (2.2.28¢)

where the qualitative behavior of the field tensor is absorbed into the ra-
diative behavior through ¢, and ¢,, and the Coulombic nature captured
through ¢;.

The field tensor can be rewritten in terms of the null tetrad using the
projected quantities, as,

FIW = —2Re{q§0n[ﬂmv] + (]51 (g[,unv] + m[lﬂﬁv]) + ¢)2€[#mv]}. (2.2.28(21)
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The energy-momentum tensor for the electromagnetic field can be given
in the tetrad basis as,

1
Ty = 1" Fae Foya) = 7FaaF "V, (2.2.29)
which can be written in terms of Maxwell’s scalars as,

1
(Ten + Tom),  lpol® = =T (2.2.29b)

W[ =

1
pol® = ETNI |p1]? =

_ 1 | _ 1
¢ob1=5Tem P102=STumr P0b2 = 5 Tum: (2.2.29¢)

We further obtain the Newman-Penrose Maxwell equations, which are
the different components of the general relativistic Maxwell equations in
spinorial form, by the analogous nature of the intrinsic derivatives, as

ViwFw)e1 =0, (2.2.30a)
W(C)(u)v(c)F(a)(h) = 41 - (2.2.30b)

The above quantities can be further reduced to the following equations,
in terms of the projections of the antisymmetric Maxwell field tensor,

Vo1 = Vo = 21y, (2.2.31a)
Vind2 =V =21J,, (2.2.31b)
Vebr =Viudy =21, (2.2.31¢)
Vin®1 —Vupo = 21] . (2.2.31d)

In terms of the directional derivatives, the above equations can be ex-
panded as,

D¢y —5¢g = o (10— 2a) + 201 -k, + 27, (
02 = APy = P (1= 2p) = vo + 2y + 2711y, (2.2.32b
o1 — Ao =Ppo(p—2y)+ 211 — oo+ 21)y, (
D¢y — o1 = o (p—2€) = Ao + 211 + 270 1. (

We can further simplify the Ricci scalar components in Eq. (2.2.22)
by realizing Einstein’s equation in Eq. (1.1.7) and connecting the energy-
momentum tensor to the Ricci scalars, in terms of the projections. Due to
the trace-free nature, we have A = 0 and the Ricci tensor components are
simplified from Einstein’s equation,

D@y = 2Py (2.2.33)
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Substituting the appropriate Ricci scalars, the Newman-Penrose field
equations in Eq. (2.2.26) simplify, with the radial equations,

At—Dv=—p(n+7) - A7 +1)-1(y —7)+v(3e + €)= V3 -2, ¢,

(2.2.34a)
Ap-dy=y(a+p-1)-pt+ov+ev+p(y—y-p-al-2¢1¢,
(2.2.34b)
Aa—57/:v(p+e)—/\(T+/5)+a()7—ﬁ)+y(ﬁ_—f)—\lf3, (2.2.34c¢)
A/\—SV:)\()7—3y—]4—ﬁ)+v(3a+ﬁ_+n—f)—‘lf4, (2.2.34d)
Ap—6v=—p> = AP —u(y +9)+vm+v(a+3p-1)-2\¢p,% (2.2.34e)
Ap—5r:—p;1—a)\+r(ﬁ a— T)+p y+7)+vi -\, (2.2.34f)
)

Ao -dt=-po-o+t(t+p—a)+o By —y)+xV - 2¢04)2, (2.2.34g

Ax—-Dt=—0(t +7)—0(T+m)—1(e—€)+x By +7) =W —2¢¢P1,
(2.2.34h)

Ae-Dy=—a(t+7)-B(T+m)+2pye+yé+ey —tr+vi—W —2|p, %,
(2.2.34i)

with the evolution equations containing the directional derivative D, are,

Dp-dk =p* +|o* +p(e +é) - KT+K(TZ 3a - ﬁ)+2|¢0| (2.2.34j)
Do-0k=0(3e-€+p+0)-k(+1+3f+a)+ Y, (2.2.34k)
Da-ée=a(p+€-2€)+p5—Pe—rkA—ky+m(e+p)+2P1do, (2.2.34])
Dp-de=c(a+m)+B(0—-€)—k(p+y)+e(n—a)+\¥, (2.2.34m)
DA-dom=pA+Gpu+m(n+a—p)—vi+A(E—3€)+2P,¢o, (2.2.34n)
Du-om=pp+or+n(n—a+p)—pule+é)—vi+'\p,, (2.2.340)

and the angular field equations comprising the 2-surface derivative 0, as,

da—0p=pp—Ao+lal® +|p> —2ap+y(o-0)+e(u—f)— W+ 2|y,

(2.2.34p)
0p— o0 :p(d+ﬁ)+(7(/3_—306)+’f(<0—0_)+K(l/l—l/_‘)—\1’1 +2¢0¢1,

(2.2.34q)
SN —Su= v(p—p‘)+n(y—ﬁ)+ﬂ(a+ﬁ_)+/\(0?—3ﬁ)—‘1’3 +2¢2¢1.

(2.2.34r)

Further, the Bianchi identities in Eq. (2.2.27) simplify extensively by
substituting the appropriate Ricci scalars, and using the Maxwell’s equations
as,

D\pz - 5‘1’1 - 2(;515(1)0 + 2(130A(i)0 = —/\\PO + 2\1’1 (T( - CK) + 30\112 - ZK\I]3
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—dad Po+ 40P [* + 4yldol* — 4t dody,
(2.2.35a)

5\112 - D\P3 - 2(;505(;[)2 + 2(1;1D(;[)2 = 2/\\111 — 37'(\112 + 2‘1’3 (6 - p) + K\P4

—ded o — 4pPodr +4Bdod + 4mld |,
(2.2.35b)

A‘*Ijl — 5‘1’2 + 2(ﬁ25¢0 - 2(;51A(P0 = V\IJO + 2\111 (7/ —‘M) - 3’1"1”2 + 2(7\113

~ 4oy — 4y Prpo + 4Tl |* + dadr o,
(2.2.35¢)

S\IIO - D\Pl - 2¢Soé¢o + 2(51D({)0 = \PO (40( - T() - 2\P1 (20 + 6) + 37{\1]2

+ el + 4o oy — 4xlpy|* — 4Blol*,
(2.2.35d)

A\Pz - 5‘1’3 + 2(‘52D(f)2 - 2(ﬁ16¢2 = 21/‘1’1 - 3}1‘1’2 + 2‘1’3 (/)) - T) + O'\I]4

—delpo|* — 4plp1 1> + 4BP1 ¢y + Am oy,
(2.2.35¢)

D\y4 - 5\113 - 2(1_)15q52 + 2(]‘50A(P2 = —3/\\112 + 2‘1’3 (27'( + CK) - \If4 (4:€ - p)

+4adidy +4vdody — 4y Podr — 4|y %,
(2.2.35f)

AWy — W) = 210¢0 +2hp2Dpg = W (4y — p) = 2W (27 + ) + 30,

—4xchapy —4BP1po + 40Py’ + 4eParpo,
(2.2.35g)

AWs = 6Wy = 21 Ay + 2p20¢p; = 3vWy = 2W5 (y + 2p) — Wy (T — 4P)

—4a|ds* - PP + 4y iy + 4APaghy.
(2.2.35h)

Since the vanishing of the covariant divergence of the energy-momentum
tensor is ensured by Maxwell’s equations, the contracted Bianchi identities
do not provide any new information. Explicitly, they are given by

5(poP1) + 6(p1Po) — DIy |* = Alpol?> = Rpy o + kP2 + PPy (2a + 27
—-70) + P o (2@ + 27 — TT)
+2lp11* (0 +0) — G Poda — o Pacho
+lpol? (u+fi-2y —27), (2.2.35)

5(1§2) + 0(da1) — Al > = Dlpal® = —vepopy — Vb1 Po + 1o (T — 28
—27) + oy (T - 2B - 27)

+ 201 [* (i + i) + Ao+ Ao by
—|pol? (0 + G- 26 —26), (2.2.35))
8|1 |* = D(p1h2) — Alpod1) + 6(PoPa) = Klpa|* = Vol + PoPo (T -7
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+2a-2B) - 0$r$1 + A1 o
+ 21> (t =)~ p1p2 (20 +0

~28)+ Pod1 (2fi+p—2y).
(2.2.35k)

2.3 Tetrad Transformations and Symmetries

2.3.1 Lorentz Transformations

The notion of the tetrad frame, being non-unique, can be subjected to
transformations, including coordinate transformations x* — x’#, which only
affects the spacetime indices of the tetrad, given as

’ .
axﬂ Ji

el (x) > e'za)(x’) = We(“)(

(a

X). (2.3.1a)

Further, since the tetrad basis is a vectorial basis, it transforms as a vector
in the tetrad index (a), as

e(g)(x) - ezu/)(x) = Afa))efb)(x) (231b)

where Azz,))
orthonormality condition in Eq. (2.1.5). Thereby, we have,

Con o A@) N A®)
M(a)(b) = €()Cilb) = (A(a) e ’))(A(b) ei(b’))
V)

a
b/) ‘M _ (ﬂ,) (
b) €(a)Cib) = A(a) A(b) Na)(b') (2.3.1¢)

is a rigid transformation of the tetrad basis, which preserves the

thus, for the invariance of 1,)(;), we need A to necessarily a Lorentz trans-
formation. These Lorentz transformations preserve the inner product of the
tetrad components and can be applied consistently across spacetime.

Corresponding to the six parameters of the group of Lorentz transfor-
mations, we have six degrees of freedom to rotate a chosen tetrad frame.
In considering the effect of such Lorentz transformations on the various
Newman-Penrose quantities, we shall find it convenient to regard a gen-
eral Lorentz transformation of the basis vectors, which can be grouped as
following classes:

Class I: Null rotations about £

This transformation leaves £ invariant, while modifying m and m, such that
for a complex parameter, a € C, we have

{— ¢, n — n+am+ am +|al*¢, m—m+al (2.3.2)
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We can similarly compute the corresponding changes in the spin coeffi-
cients through the directional derivatives as,

K — K, (2.3.3a)
0 — 0 +ax, (2.3.3b)
0 — p+ax, (2.3.3¢)
€ > €+ax, (2.3.3d)
T — T+ap +do +|al’x, (2.3.3¢)
7T — 0+ 2d€ + d°x + Da, (2.3.3f)
a—a+adlp+e)+a’x, (2.3.3g)
B — B +ae +ado +a*k, (2.3.3h)
y—oy+aa+a(f+1)+ la? (0 + €) + %o + dlal’«, (2.3.31)
A A+a(2a+x)+a*(p+2€)+a’k+6a+aDa, (2.3.3j)
p— p+an+2ap+2al’e +a*o +aa’*k + 6a+aDa (2.3.3k)
Vo v+adl+a(u+2y)+a(t+28)+ao +lal? (m+ 2a)
+adz(p+2€)+ad31<+(A+dé+a5+|a|2D)d, (2.3.31)
and the corresponding changes in the Weyl scalar, are
Wy - W, (2.3.4a)
U, - ¥ + 4, (2.3.4b)
W, — W, +24Y, + W, (2.3.4c)
Y, - W + 34, + 382, + @ W, (2.3.4d)
W, — U, + 40V, + 6%V, + 425, + 4t W, (2.3.4e)

Class II: Null rotations about n

The null rotations around n, with complex parameter, b € C, are defined in
similar analogy to Sec. 2.3.1, but keeping n invariant, as

{ — C+bm+bm+|b*n, n—n, m — m+ be. (2.3.5)

The effect of this transformation on the spin coefficients is obtained by
accounting for the effect of the interchanging symmetry of £ and n, such
that, £ < n we have

Ko -V, po—ji, 0= ao-f, eo-y, nme-1. (2.3.6)
Thereby, the effect on the Weyl scalars are,
Wy — Wy + 4V, + 602, + 463 + bH,, (2.3.7a)
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W — Y+ +30W, + 30°W; + b3, (2.3.7b)
W, — W, + 205 + b2, (2.3.7¢)
Wy — W + b\, (2.3.7d)
W, > Y. (2.3.7¢)

which respect the interchange symmetry,

\IIO e @4, \pl Cd @3, \Pz g \Pz. (238)

Class III: Boosts and Spin Rotations

To parameterize a boost in the null vectors normal to the hypersurface, £
and n, we characterise by a real scalar A € R, such that, the transformation
is

t— Ale, n— An, m— m. (2.3.9a)

Further, spin rotations correspond rotating the vectors m, and m, within
their plane, leaving £ and n unchanged, parameterized by the rotation angle
0 € R, such that,

{—¢, n—n, m — exp(i0)m. (2.3.9b)

We further, combine both of these transformations, into the effective boost
and spin rotation, characterised by the two real functions, as

t—A7le, n — An, m — exp(i0)m. (2.3.9¢)

Under this transformation, we have the rotation coefficients, transform-
ing as

u—Ap, (2.3.10a)
p— A, (2.3.10b)
T — exp(i0)7, (2.3.10¢)
T — exp(—i0)T, (2.3.10d)
x — A 2exp(i6)x, (2.3.10¢)
v — A?exp(-i0)v, (2.3.10f)
A — Aexp(-2i0)A, (2.3.10g)
o — A lexp(2i0)a, (2.3.10h)
4 —>A;/—%AA+%1’AA6, (2.3.10i)

1 1
€ —>A‘1e—§A‘2DA+EiA‘1D9, (2.3.10§)
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1 1
B — exp(i6)p + Eiexp(ie)(se - EA‘I exp(i0)6A, (2.3.10k)
1 -1 i
a — exp(—iQ)a + Eiexp(—ie)ée - EA‘I exp(—i0)dA. (2.3.101)

The transformed Weyl scalars are given as

Wy — A2 exp(2i0)¥, (2.3.11a)
¥, — A lexp(i0)¥, (2.3.11b)
\I]z — \I]z, (2.311C)
W — Aexp(—i0)\¥;, (2.3.11d)
W, — AZexp(-2i0)¥,, (2.3.11e)
where we can generalize the transformation as
W, — A% exp((2-)i0) V.. (2.3.11f)

2.3.2 Petrov Classification

With respect to a given tetrad frame, the Weyl tensor is completely specified
by the five complex scalars, ¥, ¥, ..., V. These are scale dependent, the
choice of frame, and on the six parameters of the group of Lorentz trans-
formations. The Petrov classification is motivated by realising how many
components of the Weyl tensor can be made to vanish by a suitable tetrad
choice. The answer to this question gives rise to an algebraic classification of
the Weyl tensor into types called the Petrov types. The Petrov classification
describes the possible algebraic symmetries of the Weyl tensor.

Let W, = 0'. Now, consider a rotation of Class II about 1, such that W,
remains invariant, we can set ¥, = 0 by solving the quartic equation from
Eq. (2.3.7),for b e C,

W, + 4bW, + 6D, + 403 + b4, = 0. (2.3.12)

This equation has always four roots, corresponding to new directions of
¢, defined by £ — £+ bm + b + |b|*n, given by Eq. (2.3.5), which are termed
the principal null directions of the Weyl tensor. If one or more roots coincide,
the tensor is termed to be algebraically special (Types 11, D, 111, N, O); if no
degeneracy, we have an algebraically general (Type I) spacetime. For Type O,
the Weyl tensor vanishes, and we have a conformally flat spacetime.

The possible transitions between Petrov types are shown in the Fig. 2.1,
which can also be interpreted as stating that some of the Petrov types are

LEven if it were to be zero in the chosen frame, then by a rotation of Class I about ¢, leads
to Wy — Wy + 4a¥; + 622V, + 4a° VW, + a*¥, from Eq. (2.3.4), which we can make non-zero,
as long as not all the Weyl scalars vanish, or we have conformal flatness.
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more special than others. The more algebraically special a spacetime is, the
more components of the Weyl tensor can be made to vanish by suitably
orienting the tetrad.

I
\Ijl,\I]2,\Il3¢0

W, = 0
\’ W =0
I Wy # 0 _ >0
W20 TW 20 -

Figure 2.1: Penrose Representation of the Petrov classification. The Weyl
scalars that cannot be eliminated by adjusting the tetrad in the direction of
the principal null direction are shown below the corresponding spacetime
type, relating to the number of degenerate roots of Eq. (2.3.12). The arrows
indicate a progression towards more specialized solutions.

Type I Spacetime

In this case, Eq. (2.3.12) has four distinct roots, with which we ensure that
Y, = 0 for each of the solutions, b, (generating a null rotation about n).
Choosing b = b, which is one of the solution, we can now have the null
rotation about £ as a Class I transformation, that leaves ¥ invariant, and
we can set W, = 0, by the relation in Eq. (2.3.4), for b € C,

W, + 4aW; + 642, + 435, + a*Y, = 0, (2.3.13)
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whose roots, a, are the inverse of Eq. (2.3.12). Thus, with ¥, =¥, = 0, we
have W}, ,, ¥; non-vanishing, of which W;¥; and ¥, are invariant to the
remaining rotations of Class III, being the boosts and spin transformations.

Type II Spacetime

For two coincident roots of Eq. (2.3.12), say, b, = bg the degeneracy helps
us set W} = 0, through its derivative,

W+ 3bW, + 30205 + b3, = 0, (2.3.14)

which is satisfied by the degenerate roots b, = bg, and is the transformation
equation of Class II for W} in Eq. (2.3.14). Thereby, we can set Wy =¥} =0
by a null rotation of n with the degenerate parameter. Similar to Type I
spacetime, we can set P4 = 0 by a null rotation around ¢ of Class I, which
does not affect the simultaneous vanishing of ¥, and ;. Only W, and V5
are non-vanishing, and only ¥, is invariant under rotations of Class III.

Type D Spacetime

Let Eq. (2.3.12) have two distinct degenerate roots b, and b,,, such that we
have the transformation by a null rotation around n of Class II, rewritten,

Wy — Wy(b—b,)*(b-b,)?, (2.3.15)
by explicitly factorizing.

Further, we obtain its derivatives, which lead us to the transformation
equation of Class II for W, \W,, V5 in Eq. (2.3.14), to arrive at,

o %\I’4(b—ba)(b—by)(2b—ba—by), (2.3.16a)
1 1

Wy = Wy (b= ba)(b=by)+ ZW4(2b by = b)), (2.3.16b)

W, %\m(zb ~by-b)), (2.3.16¢)

and W, remains invariant.

Thereby, we set V) = ¥} = 0 through b = b,, such that we have the
simplification ¥, — %\I’4(ba - by)z and WV; — %\I&L(ba -b,).

Now, we subject to a null rotation about £ leading to a Class I transforma-
tion with parameter @, where W, = V| = 0 are still simultaneously vanishing
as per Eq. (2.3.4), and we have

1 _
W - E\I&L(ba—by)[l +d(be~by)], (2.3.17a)
2

Wy — W [1+a(be - b)) (2.3.17b)



2.3. TETRAD TRANSFORMATIONS AND SYMMETRIES 41

with W, — %‘I@(ba - by)2 remaining invariant.

Thus, we set a@ = ﬁ, such that W; = ¥, = 0, through the rotation of
a 7y

Class I. Thereby, \, is the only non-vanishing scalar, which is invariant to
boosts and spin rotations of Class III.

Type III Spacetime

Supposing we have a multiplicity of three roots coinciding, b, = bg = b,
for Eq. (2.3.12), then, by a null rotation about n of Class II, with parameter
b =b,, we can make ¥, = ¥ = W, = 0 simultaneously by the first (with
b = b, = bg), and second derivative (with b = b, = bg = b)) leading to
transformation relations.

Further, through a null rotation about £ leading to the transformation of
Class I, we can have ¥, = 0, with the simultaneous vanishing of ¥, \V;, \V,.
The only non-vanishing scalar is W3, whose magnitude can be altered by
boosts and spin transformations of Class III.

Type N Spacetime

When Eq. (2.3.12) is completely degenerate with four equal solutions, b, =
bg =b, =bs, we can reduce ¥y =¥} =¥, = 5 = 0 by a null rotation about
n of Class II, with parameter b = b,, and its first (with b = b, = bﬁ), second
(with b = b, = bg = b,), and third derivative (with b = b, = bg = b, = bs)
leading to transformation relations. P will remain non-vanishing, whose
magnitude can be changed by rotations of Class III.

Goldberg-Sachs Theorem

Restricting to vacuum spacetimes where the Ricci tensor vanishes, and the
Riemann and Weyl tensors coincide, we have the fundamental theorem
highlighting the essence of the classification given by a reciprocal relation-
ship between the spacetime type and the spin coefficients. Formally, if
the Riemann tensor is of Type II and a null basis is so chosen that £ is the
repeated null direction and ¥, = ¥} = 0, then k¥ = 0 = 0. Conversely, if
k =0 =0, then ¥, =¥ = 0 and the Riemann tensor is of Type II.

This characterization can be given a physical meaning as the existence
of a congruence of shear-free null geodesics, as the integral curves of £. A
corollary to the Goldberg-Sachs theorem is that if the field is algebraically
special and of Petrov type D, then the congruences formed by the two
principal null-directions, £ and n, must both be geodesic and shear-free, i.e.,
k=0=v=A=0when ¥, =¥, =¥; =¥, =0 and conversely.

Remarkably, black hole solutions of General Relativity are all of Petrov
Type D, and we can establish a null tetrad frame in which the spin coeffi-
cients k,0,v, A vanish trivially, and the only non-vanishing Weyl scalar is
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W,. This highlights the effectiveness of the Newmann-Penrose formalism
under consideration.

2.3.3 Spin Transformations

A related notion of spin rotation can lead to spin weights, which express the
relative transformation of a tensor under a spin rotation of m. Formally, for
a tensor T, projected onto the 2-surface spanned by {m, m}, we have spin
weight s, if the transformation of the tensor, is T — exp(isO)T, when we
have the spin rotation m — exp(i0)m.

As evident, the spin weights of m is s = +1, while m has weight s = —1.
From the previous section, we have the spin weights for the Ricci rotation
coefficients, as y, p : § = 0, which are invariant, 7, k : s = +1, r, v: s = -1,
which transform like m and m respectively, 0 : s =+2, A : s =-2,and y, ¢,
B, a don’t have a well-defined spin weight, and don’t appear in covariant
quantities. For the Weyl scalars, from Eq. (2.3.11), we have the spin weight,
W, 16=2—].

Consider a general tensor T, of weight s = p— q, where, we have the
projection tensor T = m“m® comf b2 b Tay b, We further define
the spin operators, 0 as

oT = m™m® ...m%mblrmb2... mbqéTalmbq, (2.3.18)

If we project of the angular operators on the 2-surface defined by
Span{m,m}, we have
oT +

0T =0T +(p-q)(@a-p)T (@a-p)T, (2.3.19)

3]

where the effect of the spin operator 0, is effectively raising the spin weight
s. The conjugate 0 similarly lowers the spin weight.

Further, we can rewrite the field equations from Eq. (2.2.26) with the
angular derivatives 6, §, being written in terms of the projected spin op-
erators 0, 0, which are convenient for tensor projections, with the angular
equations being simplified as,

dp—00=p(a +[a’)—a(a +ﬁ_)+T(p—ﬁ)+ K (p— i) =¥ + Dyy, (2.3.20a)

da—0p = (up—Ao)+|al? +|pl> - 2ap+v(0—0)+€(u—ji) =W + Dyq + A,
(2.3.20b)

OA-Bu=v(p-p)+m(u—f)+p(a+f)-A(@+p)-W+Dy,  (23.20c)
and the projection of the relevant evolution equations

Dp —0x :(pz+|a|2)+(e+e‘)p—1<(3a+ﬁ_—7z)—ﬂ€+(l)00, (2.3.20d)
Do-0k=0(p++3e—€)—(t—T+3p+a)k+ ¥, (2.3.20e)
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DA -0m = (p/\+o~/\)+(7z+a—ﬂ_)—vﬁ—)\(Se—é)+CD20, (2.3.20f1)
Du-on=(gp+od)+m(i—p+a)-vik—pu(e+é&)+¥ +2A, (2.3.20g)

where the remaining evolution equations and the radial field equations are
independent of the angular derivatives.

2.4 Application to 2-surfaces

Consider a null geodesic congruence with tangent vector £. As discussed in
Section 1.2, the behaviour of this congruence is characterized by its expan-
sion, shear, and twist on a transverse 2-dimensional spacelike cross-section
A. Eq. (2.2.13a) represents the deviation from the geodesic nature of £. If
k =0, we have D = (¢+¢){, thus representing an non-affinely parameterized
geodesic. Further, if we have ¢ + £ = 0, we note the affine characterization.
Similarly, from Eq. (2.2.13e), we have the geodesic equation An = —(y + y)n,
iff v = 0, and affine parameterization is recovered for y + 7 = 0.

n 4

/ Span(m, m)

Figure 2.2: A diagram of a null basis at a point in the spacetime manifold.
We have the construction of the null basis {£,n,m,m} adapted to the cross
section /" of the null hypersurface 7. The orthogonal complement of
Span(¢,n) is the transverse 2-surface, which is the (m,m) plane.

The analysis of expansion, shear, and twist concerns the deformation
of a 2-dimensional spacelike cross-section /" orthogonal to the null vector
¢. This 2-surface is spanned by the complex null vectors m and m. The
induced metric h on this transverse 2-surface is given by the projection of
the spacetime metric g. For vectors u, v restricted to this plane, the induced
metric is

hy, = mymi, + i m, = 2m, iy, (2.4.1)

2.4.1 Intrinsic Curvature

For studying intrinsic curvature on the 2-surface, we can project the direc-
tional derivatives from Eq. (2.2.13i), (2.2.13j), on the {m,m} 2-surface, to
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obtain the following relations?,
om=(p—a)m, (2.4.2a)
om = (a — f)m, (2.4.2b)

These define the local curvature coefficients on the 2-surface defined by
Span(m, m).
We also note the commutation relation in Eq. (2.2.24d), which is

[6,8] = (= B)o+ (B — @), (2.4.2¢)

since we are interested in the connection locally, through a projection.
Let’s compute the component (2R,

(Z)Rmn‘z = (Z)ankm = (Z)R%mnﬁ + (Z)Rznam
= 0l = Ol + DLy — D D
= 5(a—p)-o(p—a)+2(a-p)(p-a) (2.4.3)

The Ricci scalar is the full contraction of the Ricci tensor with the inverse
metric ?R = h*Y Ry, = =2R;5. Thereby,

@R = -2[8(a - p)-8(p - d)+ 2(a - B)(p - )]
= 4[(la? +|B1°) - Re{oa - 5p) — (af + ap)| (2.4.4)

Here we can further utilise the projections of the field equation and its
complex conjugate in Eq. (2.2.26), such that, we have,

(2R = —4ReW, — 4Re{(pp— Ao) + Dy + A} (2.4.5)

Further, in two dimensions, any rank 2 antisymmetric tensor can be
written as a pseudo scalar, such that A,, = Ae,,, such that A, e/ = 2A.
We now proceed with deriving the Riemann tensor on the 2-surface, given
by the antisymmetry, as

) .
( )pra =Keyvepo,

= K (hyuphyo = huahyp)

for some scalar function, K, which is related to the scalar curvature. We can
realise that, @R = 2K, by taking the trace of the Riemann tensor to arrive at
the Ricci scalar, such that we have

1
2 . 2 . (2
@R ,upo = E( 'R(uphye —hlmhvp) = ORIy by (2.4.6)

2= stands for equals, on the hypersurface, to.
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This further affirms that the number of independent components for the
Riemann tensor in two dimensions is one, and is completely determined by
the Ricci scalar. Expanding Eq. (2.4.6), with the metric, we have,

—

@R,uypo = = DR(m 1y, — 1, m, ) (my i — 1 m,) (2.4.7)

N

2.4.2 Extrinsic Quantities

The expansion 0y is the trace of the deformation rate tensor, specifically
the pull-back of V£ onto the transverse 2-surface. Substituting the inverse
metric h*¥, we have
Oy = W'V ,L,

=mtm"V 0, +m'm'V L,

= mVol, +m"' 50, (2.4.8)
From the Newman-Penrose spin coefficient definitions, the spin coefficient
0 is defined as p = mF'm"V £, = —m?6(,. as seen in Eq. (2.2.12h). Thus, the
expansion simplifies as

Oy =-0—0=-2Rep. (2.4.9)
Further, we generalise the notion through the deformation rate ® of ./
along £, by substituting the relevant rotation coefficients from Eq. (2.2.12h)
and Eq. (2.2.12g), to arrive at,
Oy = hIHLV o0,
= (m”rfz“ + m”ma)(mvmﬁ + mvmﬁ)vaey
= =1y, M, G =ty M, 0 — M1, 0 — 1, 1,0, (2.4.10a)

with the trace-free symmetric part being the shear tensor of /" along ¢,
simplified as,

Oy = Opy) =

= —m,m,G — 1,1, o (2.4.10b)

BV 14

and the antisymmetric component leading to the twist tensor as,

Dy = Oy

= (Wzymv—m#nﬁv)(p'—p), (2.4.10c¢)
The twist scalar @ is defined by contracting with the area form /", as,

O
@ = Ee’“’wyv =Im(p). (2.4.10d)
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where we have the antisymmetric area form ¢/ defined through the outer

product as,
e = 2i(mFm” —m¥mh) (2.4.10e)

Thus, we see that —2Rep is the expansion, Imp is related to the twist
scalar, and o is the shear of £. Similarly, the real and imaginary parts of y
give the expansion and twist of n, while A yields its shear.

Furthermore, we have the rotation 1-form defined in Eq, (1.2.14), which
can be expanded in the dual basis, as

w = —(nVH([)l’)n +(nVH(m)f)ﬁ1+(nVH(,,—,)f)m
ﬁ—(n-Dt’)n+(n~5{’)ﬁ1+(n-5€)m
i—(e+é)n+(a+ﬁ_)m+(,3+07)ﬁ1 (2.4.11)

which are simplified using the relations between the directional derivatives
in Eq. (2.2.13), and appropriate orthonormality conditions in Eq. (2.2.1).
We will present an alternate notion in terms of the intrinsic derivative on
the hypersurface for the 1-form, further.

An interesting quantity we encounter further is the curl of w, which
is contained in the exterior derivative dw, which can be expressed in the
tetrad formalism as,

dw = [5w(5)—6w(6)+w([é,é_])]m/\m, (2.4.12a)

where we have contracted the 1-form with the basis vectors on the hypersur-
face, and the Lie Bracket [0, ] is defined in Eq. (2.2.24d). The contracted
1-form can be evaluated as w(6) = f + &, and w(d) = a + . Expanding the
Lie Bracket, we have w ([6, 5]) =—(e+é)(p—f)+2 (o'zﬁ - aﬁ). Thereby, we
have,

dow = [(5a-0f)—(da-5p)~(e+&)(4—fi) +2(aP—ap)|mAdm, (2.4.12b)

which bears a close resemblance to the imaginary component of the field
equation projection in Eq. (2.2.26), such that we can simplify, as

dw = [2iIm\W, - 2iIm{(pp — Ao)} = (y +7) (0 —0) — 2(e + &) (n—fi)jm A,
(2.4.12¢)
Hence, the imaginary component of W, comprises the curl of the rotation
1-form, while the real component characterizes the Gaussian curvature of
the 2-surface.

2.4.3 Holomorphic Coordinates

We can simplify computations by working in a convenient set of holomor-
phic coordinates (&, &). This is introduced by the transformation on the spin
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operators, 0 acting on spin weight s = 0 scalars, T, as

. 0 -~
0T =P——T, 2.4.13
where P = P(&,§) is a proportional factor, such that the action of the spin
operator 0, is a multiple of ai We can further extend for general scalars T,

<
with spin-weight s, as

oT =P ‘—5%(PST), (2.4.13b)
D s
dT = PP a—é_(P T), (2.4.13c¢)

acting as effective raising and lowering operators for the spin weight. Using
the above relations, we further have,

(39-93)T = 25T, (2.4.13d)

as the commutation relations for the angular spin raising and lowering
operators.
Thereby, we can read off the complex null 1-form m as

m = m;dx! = %d&, (2.4.14)

using which, the induced metric in Eq. (2.4.1) on the 2-surface, takes the
form
2
[PI?
Further, the exterior derivative dm, is consequently derived from the
above expressions, as

ds’ = (me@m+mem) = d& dé. (2.4.15)

dmid(%)/\dé

. 1 dP)\ .
oP _ . oP _
_—a—gm/\m——aé_m/\m. (2.4.16)

We have the covariant derivative on the 2-surface encapsulated by a — f3,
as in Eq. (2.4.2), which can be related to the conformal factor, from the

equations
om=m'V,m= (B -a)m, (2.4.17a)

where we now can simplify, using the expression for the exterior derivative
in Eq. (2.4.16), to arrive at,

B—a=m"m'V,m, = n‘a”m"(Vﬂmv —va,,)
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. 9P
v o0&’

=m’mt (dm) (2.4.17b)

hence o — 8 = glg

Further, we have the Ricci scalar, (!'R, for the 2-metric, in terms of P, as
2) 02
= 2|P| FYFT 1n|P| =Ap 1n|P| (2.4.18)

where Ap = 2|P|? ﬁ is the Laplacian of the 2-surface, termed as the

Laplace-Beltrami operator.

Spherical Cross Sections

For 2-surfaces of spherical topology, parameterized by angular coordinates
(0,¢), we can write the action of the spin transformation in Eq. (2.3.18) on
the projection of the general tensor T, of weight s, as

OT = —(sin0)® (886 +icscO— )(sin 0)°T (2.4.19a)

a¢

oT = —(sin@)~® —icscO—— )(sin 0)°T. (2.4.19b)

d
20 dP
where the spin operators transform equivalently to our earlier definition.

The holomorphic coordinates are obtained through stereographic pro-
jection, through the relation,

£ = expli)cot(5 ). (2.4.20)

such that we have P = \/LE (1 + Eé_) The stereographic coordinate transfor-
mation for the sphere is constrained by the relations in Eq. (2.4.13).

Spin-Weighted Spherical Harmonics

From the notion of spherical harmonics on the surface of a sphere (parame-
terized by (0, ¢)), we extend to spin-s spherical harmonics, Yy ,, for integral
values, as

(C-ls))! )°0° Yy 0<s</¢

e+|4 (-1 0,¢) 0<s=<
sYem(0, ) = . (2.4.21)
" 5'b|ng6¢ —£<5<0

€+|q

For each value of s, the Y, ,, form a complete orthonormal set, such that
we can expand any function, with spin-weight s. For negative spin-weight
representation, we have,

Yo m = (_1)m+s§Y€,m (2.4.22)
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We have some interesting properties, including

{—s5)(f+s5+1
65Y€,m:\/( )(2 - )5+1Y€,m: (2.4.23a)
= -s5+1
5. Y = - \/(€+5)(€2 )y (2.4.23)

2
01 s Yem = =

(5_5)(6;“ Yoy, (2.4.23¢)

Thereby, it is seen that Yy, are the eigenfunctions of the operator 39,
which is related to the 2-surface gradient.

We can further rewrite the spin-weighted spherical harmonics defined
in Eq. (2.4.21), in terms of the holomorphic coordinates as,

ag,m - 5)( l+s ) oo
sYo = P(=&P ,
N B
(2.4.24a)
where we have
agm = (—1)€_m\/$(2€+ 1)(€+m)|(€—m)l. (2.4.24b)

with >0, -0 <m<{, and |s| < /.
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Part 11

ISOLATED HORIZONS

The black holes of nature are the most perfect
macroscopic objects there are in the universe:
the only elements in their construction are our

concepts of space and time.
SUBRAHMANYAN CHANDRASEKHAR
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Chapter 3

Quasi-Local Horizons

3.1 Non Expanding Horizons

Naively, a black hole is a localised region of an n-dimensional spacetime
(A ,g) from which neither massive particles nor massless photons can es-
cape. This characterises a surface through which no particle in the black
hole region can cross, which is the event horizon. The event horizon has to be
a hypersurface of the spacetime manifold .Z, which exists as an embedded
submanifold of codimension 1. The causal nature of the hypersurface is
enforced by the nature of the induced metric onto the hypersurface, and
equivalently by the nature of the normal vector to the surface. In advent of
a quasi-local understanding of black holes, we proceed with defining the
black hole horizon as a null hypersurface with relevant causal properties.

3.1.1 Trapped Surfaces

We begin with the notion of a future trapped surface, /#/ as the compact
cross-section, containing two systems of null geodesics, £, n, emerging
orthogonally from /', towards the future which converge locally, such that
they have negative expansions

9([) <0, 6(,,) <0, (3.1.1)

where we extend the definition of the expansion along n similarly as 6, =
h#'V n,. The expansion needs to be negative not only at a particular space-
time point, but over the whole cross section. This subtlety motivates the
notion of quasi-locality, used further.

Further, a marginally future trapped surface, is the compact cross section
A such that the expansion of the outgoing null vector £, vanishes 6, = 0
and the expansion of the ingoing null congruence n, converges 0, < 0.

Thereby, a critical notion is of a marginally outer trapped surface (MOTS)
which is a compact cross section /', where the expansion of the future-
directed, outward pointing normal £, has vanishing expansion 6 = 0,
without restriction on n. A surface with 6, <0 and no restriction on n, is
called outer trapped.

To study black holes, we first analyse cases in equilibrium, by building
the critical idea of a non-expanding horizon (NEH), which can be defined as a
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null hypersurface #, with topology # ~Rx /', where / is a compact sub-
manifold, such that the expansion of #’, along any null normal ¢ vanishes
identically. A direct consequence of the non-expanding nature results in
an area & that does not depend on the choice of the complete cross section
/. We require that, all cross sections /" of #Z have to be MOTS. We also
require the additional condition of null energy condition, T(£,£) > 0, for
any future-directed null normal £.
For # being an non-expanding horizon, the Raychaudhuri equation in
Eq. (1.2.16) reduces to
0"+ R(£,€) =0, (3.1.2a)

with which we employ the null convergence relation R(¢, ) > 0, for any null
vector £, which is equivalent to the null energy condition, T(¢,¢) > 0, which
forces,

0,0 =0 = 0=0, R({)=0. (3.1.2b)

Hv
such that the deformation rate of any cross section /" of a non-expanding
horizon #, along any null normal £ is identically zero. This implies that
the null direction tangent to /# is covariantly constant on # .

3.1.2 Induced Affine Connection

Since # is a null hypersurface, the metric induced is degenerate. As a
consequence, there is a priori no unique connection on /# associated with
the induced metric h.

However, when 7 is a non-expanding horizon and the null convergence
condition holds on #’, so that 0(;) = 0, then the spacetime connection V
induces a unique torsion-free connection V on # as follows. Consider
two vector fields u and v, and we realise that V,v is orthogonal to £, since
the deformation tensor is inherently the pull-back of the bilinear form V£
© = ®*V{ which implies that ®*V€ = 0. Thereby, an important consequence
arising is that, for u,v € T,#’, we have

£-V,o=V,(t-v)-v-V, =0, (3.1.3)

since v-V,f = ®*VE€(u,v) = 0. Hence, the operator V,v is tangential to 7
and can describe the notion of an induced affine connection on # .

We can formally define the induced affine connection on the null horizon
#, on the null horizon through the operator V which projects the tuple
(u,v) onto the tangent space of vector fields on the hypersurface #, through
the action V,v. Thereby, this invokes the natural affine connection induced
on # by V. Hence, we have V, which projects the gradient onto the hyper-
surface, to yield the same for tangent vector fields to /. In particular, when
A is not a non-expanding horizon, we have

Vv =T1(V,v) = V,v—0(u,v)n, (3.1.4)
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which is canonically independent of n for ® = 0, and becomes an intrinsic
connection to # . The compatibility of the intrinsic connection V with the
metric h, is maintained with VA = 0. The action of the covariant connection
can be extended uniquely to arbitrary tensor fields by the Lebinitz Rule.

Under the above condition, we revoke the covariant derivative of the
null normal (as an analog of the extrinsic curvature) with respect to the
affine connection V, which has the form,

VE=tow, (3.1.5)

where w is the restriction of the 1-form defined in Eq. (1.2.14), as a tensor
field on 7, to be seen as the pull-back of the inclusion map from # to /.
This can be seen through understanding of the (1, 1) tensor defined by V¢,
which acts on a vector # and an 1-form Q, as

A

VE(Q,v)=h(Q,V,0), (3.1.6a)
and, in component form,
(W)ﬁ Q" =Q"V, 0", (3.1.6b)

which helps us understand the action of the 1-form on /Z, using Eq. (1.2.13b)

A

. (& p\H .
VEQ,v) = (w)vo W= QYO

= Q0" (O + @, 0 = 6,17V, L)

=Q v w, M -Qu"l,n"V, ¢,

=Q,0Mw, =h(Q, ) h(w,v), (3.1.6¢)
since the deformation rate vanishes on the hypersurface #, and ¢,v¥ = 0.

We thereby have,
VEQ,v) =h(Q,6)h(w,v), (3.1.6d)

thereby, proving the above claim, V¢ = £ ® w.

Although, the choice of the 1-form w usually depends on the choice of
the cross-section ./, for non-expanding horizons, we note that w is intrinsic
to #Z and the choice of £, and is usually termed the connection 1-form or
rotation 1-form of (#Z, {).

3.2 Isolated Horizons

3.2.1 Weakly Isolated Horizons

From the previous subsection, we have introduced the notion of the NEH,
which captures some fundamental and rich features of a black hole in quasi-
equilibrium. As noted, we can have the notion of the induced derivative
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operator V on a NEH %, such that, we specify the pair (h,V), that character-
izes the geometry of 7.

As realised earlier, the NEH notion is independent of the rescaling of
the null normal ¢. However, imposing the constancy of the rotation 1-form
under the flow of null normal ¢, does depend on the choice of £, since we
have the concrete scaling relation, ' =afl, leads to w’ = w +I*d Ina, as
seen in Sec. 1.2.3. Now, if we consider the null normal ¢, such that we
impose constancy of w under the flow of £, expressed by the intrinsic Lie
derivative on the horizon, as Lyw = 0, then, after a rescaling of £, the new
rotation 1-form may not be time-independent, in general. To perform this,
we resort to the invariance of w, through defining a scale of equivalence in
the null normals. Due to the non-existence of a canonical scaling to the null
generators of the horizon, we define an equivalence class of null normals
[£], such that £ and £ belong to the same class, if £ = cf for some positive
constant ¢, which helps us make an explicit choice of the null normal.

Thereby, the pair (#,[f]) comprises a weakly isolated horizon (WIH), if
# is a NEH, and for each null normal £ in the equivalence class [£], we have

Low = 0. (3.2.1)

While on a NEH, we have the time-independence of the intrinsic metric h,
the analog of the extrinsic curvature V€ given by K = V€ = £ ® w, is also
required to be time-independent on a WIH. However, the full connection V,
nor curvature components, can still be time-dependent on a WIH.

Further, we realise that the machinery to prove the zeroth law of black
hole mechanics through the expansion of the Lie derivative on the hypersur-
face, as

Liw=t-do+da(l),
=l-dw+ Vi =0, (3.2.2)

to arrive at VK([) = 0, since the exterior derivative is restricted to the null hy-
persurface. Thus, the zeroth law of black hole mechanics naturally extends
to WIHs.

Since the WIH is equipped with an equivalence class of null normals [£]
under constant scaling, the surface gravity x (s does not have a canonical
value on WIHs, unless it vanishes, since it scales with the null normal. Thus,
we have a natural distinction between extremal WIHs, where K@) =0, and
non-extremal WIHs where it does not vanish.

Extremal WIHs

Given a NEH #, we can choose a null normal class [£], such that (#Z,[£])
is an extremal WIH, such that the integral curves of ¢ € [£] are affinely
parameterized geodesics. We realise that every NEH admits a family of null
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normals £,£’,..., which are related through a functional scaling, such that
(Z,[€)),(F,[']),... are all extremal WIHs, with
1
U=—t L;f=0 (3.2.3)
f
making f an angular function thereby.

There exists an infinite degree of freedom in the construction of a WIH
for the extremal case, due to the arbitrary function involved in the scaling.
Given a NEH 7, we can choose an equivalence class [£], by restricting the
null normals appropriately, such that we have an extremal WIH (#, [£]).

Non-Extremal WIHs

Given the class of null normals [£] that describe a fiducial extremal WIH,
we can map any null normal £ € [£] to a non-extrmal WIH (%, [{’]), where
" € ['] with surface gravity x(g), through

U=zxgpy(v-g)t, Lg=0, (3.2.4)
where v is a compatible coordinate, with Lyv = 1. For v’ corresponding to ¢’

with Lpv' =1, we have,

vV =—In(x(Vv-9)). 3.2.5)
— (xe)(v—9)) (

Thereby, we can restrict the class of null normals £’ on a NEH # to lie on
a suitable equivalence class [£’] to arrive at an non-extremal WIH, (Z, [{’]).
As previously mentioned, there exists an infinite-dimensional freedom in
this construction, due to the arbitrary function involved. We could also have
begun with a non-extremal WIH, and construct an extremal WIH through
the inverse of the above transformation for the null normal.

3.2.2 Isolated Horizons

We realise the intrinsic nature of the affine connection, given by Eq. (3.1.5),
we have V€ = £® w, which can be used to note,

Le(VE)=Lt@w+E®Lew
=(Leb)@w =V (Lgl), (3.2.6a)

hence we have retrieve the identity,
[£e.V]e=0. (3.2.6b)

This formulation implies a restriction on the intrinsic nature of the horizon,
described by the induced affine connection, V. This notion of independence
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can be extended to all components to arrive at the general formulation of
isolated horizons.

(#,[€]) constitutes an Isolated Horizon (IH), given # is a NEH, and each
null normal € in [£] satisfies,

|20, V] =0. (3.2.7)

The intrinsic geometry of the IH is more restrictive than that of a WIH,
and strengthens the notion of isolation by requiring the intrinsic metric
h and the full derivative operator V to be time independent. For generic
NEHs, we can obtain the canonical choice of the null normal ¢ through the
solution of an invertible elliptic differential equation, due to a non-trivial
kernel, which is not the case for IHs.

As discussed previously, we have the notion of extremal IHs if x(y) =0
for £ € [£], and non-extremal IHs for non-vanishing surface gravity. How-
ever, due to the nature of the restriction above in Eq. (3.2.7), we can’t
primarily construct an IH from every NEH. As we transition from a NEH
to an IH, we assume that additional intrinsic geometrical structures re-
main time-independent. In the case of a NEH, the intrinsic metric h is
time-independent. For a WIH, the analogous extrinsic curvature is also
time-independent. Finally, for an IH, the entire intrinsic geometry is consid-
ered to be time-independent.

3.2.3 Mass, Angular Momentum, and Multipoles

For a WIH (#, [£]), we have Ly = 0 by definition, L = « (g€ with Wm =0
from the geodesic nature of ¢, and L,h = 0 by constancy of the intrinsic
metric along null generators of £, where € € [£]. We realise € as a symmetry
of the horizon (or infinitesimal automorphism) since its flow preserves both
the intrinsic metric and the intrinsic connection.

We formally define a vector field ¢ tangent to a WIH (%, [£]) as a sym-
metry of the horizon, if it satisfies,

Lot =cyt, (3.2.8a)
Lyh =0, (3.2.8b)
Low =0, (3.2.8¢)

where c,, is constant on 7 with @c(p = 0. This means that ¢ must preserve
the equivalence class [£] of null normals that are prescribed for the WIH,
the intrinsic metric, and the rotation 1-form.

The set of vector fields ¢ satisfying the above constraints is the infinites-
imal symmetries of the horizon, and forms a symmetry Lie algebra S under
the usual commutator bracket. Irrespective of the characteristics of a WIH,
S is at least one-dimensional, since £ € S as noted earlier. These infinitesimal
symmetries preserve each integral curve of £.



3.2. ISOLATED HORIZONS 59

The set of all WIHs can be divided into Spherically Symmetric, Axi-
symmetric, and Generic based on the dimension of the symmetry group S.
For spherically symmetric WIHs, the horizon symmetry algebra is four-
dimensional, while axi-symmetric WIHs have a two-dimensional Abelian
Lie algebra, and generic WIHs have a one-dimensional Lie algebra.

Axial Symmetry

For axi-symmetric spacetimes, we have the horizon symmetry generators
{€, ¢}, where ¢ is a rotational vector field having closed integral curves, an
affine length of 27, and should vanish at exactly two null horizon generators.
We can define the horizon angular momentum quasi-locally, as the surface
term at # in the Hamiltonian, which generates diffeomorphisms along a
rotational vector field, which is equal to ¢ at the horizon, through

J= —% /V((P W) €, (3.2.9)

where /" is the cross section and J is a geometric invariant independent of
the choice of /.

Since Eq. (2.4.12) relates the curl of the exterior 1-form dw with the
imaginary part of W,, which we shall realise as a geometric invariant on %,
we can rewrite the angular momentum, as

1
J= _Eggﬂam\yz €, (3.2.10a)

where C is an unique globally defined function, as a potential for ¢,
VC*l(j)”e ggceéo (3.2.10b)
v R2 ’41/; _/1/ . L.

where R is the area radius of the cross-section, with area 47R?. C is com-
pletely determined by the metric h and the rotational field ¢.

For the notion of energy, we relate to the time translations through the
time evolution vector t = Al + Q¢, where A, {2 are constant on a given WIH
but vary over phase space. Hamiltonian considerations lead to an expression

for the mass as .
M = ﬁ\/R4+4J2. (3.2.11)

For a non-spinning black hole, this reduces to the Schwarzschild expression
M= %R. The Hamiltonian analysis further relates the surface gravity for the
integral curves of £, as

R*—4J?

Kip) = —————,
O ROVRIT 402

(3.2.12)
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which is the usual expression for surface grav1ty for a Kerr metric, and
reduces to the Schwarzschild expression, k) = 1 4M

Further, we expand W, in terms of the set of invariant coordinates C
and orthonormal spherical harmonics Y;"(C) for axi-symmetric spacetimes,
leading to the multipole expansion,

Ig+iLgﬁ—gS WY (C) e (3.2.13)
N
where the normalization for the spherical harmonics is

é/zf YO YC) € =R%Sy 0. (3.2.14)

The multipoles are diffeomorphism invariant due to the dependency of
C on the metric and the rotational field. I, and L, are not freely specified
entirely freely but are subject to certain algebraic constraints. The Gauss-
Bonet theorem constraints ly = /7 due to the real part of W, leading to the
scalar curvature of the cross section /. We further have Ly = 0 and L; being
proportional to the angular momentum, since Im ¥, is related to the curl of
the exterior 1-form w.

The dimensionless multipoles can be rescaled into mass and angular
momentum multipoles, which provide a diffeomorphism invariant charac-
terization of the horizon geometry. The knowledge of the area and multipole
moments suffices to reconstruct an isolated horizon geometry.

Electromagnetism

The notion of angular momentum can be extended to axial symmetries
on the horizon, which preserves the metric, the rotation 1-form, and the
electromagnetic field on the horizon,

1 1
J=— CIm, — I , 3.2.15
5 cmessd simgr e (32.15)

where £ is the potential for the Maxwell’s field, defined by,

A

1 s
Vﬂé = ﬁ(ﬁﬂey F}/é' (3216)
Further, we define the notion of electric and magnetic charges of the horizon,
1
+iP = — . 3.2.17
Q+iPz o) de (3217)

As previously noted, Hamiltonian methods provide a suitable notion of

horizon mass, and defining q = /Q? + P2,

1
M= R2 4J?, 2.1
SR+ + 4 (3.2.18)
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and the surface gravity,

R* - g* + 4J?

K(¢) = (3.2.19)

2R3\/(R2 +q2)? + 402

which reduces to Eq. (3.2.11) and Eq. (3.2.12) respectively in the lack of
electromagnetic fields.

3.3 Geometry of Horizons

We analyze in detail the geometrical structures intrinsically defined on
WIHs and IHs, primarily null normals £, the intrinsic (degenerate) metric h,
and the intrinsic derivative operator V, and study their relationship with
Einstein’s equations, potentially including matter sources. By studying
their relationships, we derive the constraints they must satisfy due to the
pull-back of the field equations to horizons, while specifying the free data.

3.3.1 Constraint Equations

To freely specify data on WIHs, we require (h, [£], V) to follow specific con-
straints. We introduce the transversal tensor defining the intrinsic variation
of the transverse null normal,

S =Vn, (3.3.1)

which, without loss of generality, can be assumed to be symmetric. Due to
the normalization, £-n = -1, we have w(v) = §(¢,v) for v € T,.#. The trace
and trace-free parts of S yield the expansion and shear of n. The complete
characterization of # requires a specification of S everywhere on #'.

For a WIH, using Einstein’s equations in Eq. (1.1.7), we can show that
the components of (2R transverse to # dictate the evolution, given by,

A

, 1 1
LeSpy ==K Spy + V(uwy) + 00y = 5 PRy + Ty - 5 Thyys (3.3.2)

where the equality holds on the cross-section. By specifying S on some
initial cross-section, a solution of this constraint equation then yields S
everywhere on 7. The time derivative of S yields the constraint equations
to be satisfied by the initial data, along with the zeroth law, asserting the
constancy of x ).

In the standard 3+1 decomposition in Sec. 1.3.1, the pullback of the
space-time Ricci tensor to the submanifolds yields the evolution equations
along the normal to the surface. In the present case, since the normal is also
tangential, the analogous equation is now a constraint. These geometric
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quantities and identities can be employed to choose a suitable equivalence
class [¢] on a NEH and thereby find an admissible IH.

Given the pair (#,[£]) with closed cross sections, we can construct a WIH
with metric h and intrinsic affine connection V, by choosing a cross-section
and fixing the 2-metric, and carry the fields on the horizon by following
the requisite constraints. Thus, given (#%,[f]), the free data consists of a
constant x(g) and fields q,w, S on any 2-sphere cross-section of 7. In the
Newman-Penrose notation, w is specified by the spin coefficient 7w and § is
determined by the transversal coefficients y and A.

3.3.2 Canonical Foliation

A WIH has generators tangent to the horizon and a rotation 1-form w,
intrinsically defined by the intrinsic connection. On a non-extremal WIH,
we want a preferred family of 2-sphere cross-sections that is defined purely
from horizon-intrinsic data, is invariant under the horizon symmetry flow,
and removes the remaining gauge freedom in choosing cross-sections.

Working with the rotational 1-form w!, we have the notion of a scalar
potential whose exterior derivative,

w=—kdU +dV (3.3.3a)

where the Hodge dual is expanded in the indexed notation using the anti-
symmetric area 1-form € = im Am,

wy ==V, U +dV (3.3.3b)

where the potential ¢/ is determined by the rotational curvature scalar,
Im¥,, that is related to the curl, dw on the horizon, and has an unambiguous
projection onto the cross-section, and V relates to the divergence, represents
the gauge freedom in the choice of w, commonly setting d} = 0. This
unique foliation is always present on non-extremal WIHs and is defined in
an invariant manner, meaning it can be constructed solely from structures
that are inherently available on (7, [£]).

Assuming some natural constraints on the Ricci scalar, we arrive at the el-
liptic differential equation for the choice of [£], governed by the invertibility
of the operator,

A Ao 1 1
M:V2+2w~V+V-w+w2—§(2)R+§h~R. (3.3.4)

The existence of a unique WIH foliation is determined if zero is not an
eigenvalue of the elliptic operator, M. Even if M has a non-trivial kernel,
preferred [£]s would exist but would not be unique.

Hodge Decomposition Theorem says any smooth 1-form can be orthogonally decom-
posed into exact (longitudinal), co-exact (transversal), and harmonic. For a closed 1-form,
we have the short Hodge decomposition into only the exact and harmonic terms. On the
spherical cross-section, by the Hodge isomorphism theorem, we have no harmonic forms.



3.4. DYNAMICAL HORIZONS 63

Further, in the absence of radiation, a suitable condition requires the
expansion of n to be time-independent for generic NEHs that admit a unique
[£] such that (#Z,[£]) is an I[H. We don’t have the natural freedom to choose
the transversal expansion and shear as for WIHs, and the free data consists
of (h,w,S) on the cross section, and h, w are subjected to further constraints.

3.4 Dynamical Horizons

Beyond the equilibrium case of IHs, we can define the dynamic nature of
horizons that evolve over time, which are observed in nature. The general
definition of a Quasi-Local Horizon (QLH) is a smooth submanifold /# that
is foliated by MOTS. It is a marginally trapped tube (MTT) that is formed
by the union of MOTS, which evolve along the time parameter ¢.

As a particular case of QLHs, a Dynamical Horizon (DH) is a smooth
spacelike surface &, of codimension 1, which is foliated by compact sub-
manifolds 7;, which have codimension 2, and are marginally future trapped
surfaces. A DH is thereby foliated by compact 2-surfaces such that, on
each leaf of the foliation, the expansion of one null normal vanishes, and
the expansion of the other null normal is strictly negative. The negative
expansion of the null normal enables us to identify the inward-pointing null
normal, and aligns with the second law of horizons, leading to an increase
in the area of the trapped surfaces. Further, for DHs, the notion is unique,
and independent of the choice of foliation 7;, unlike NEHs.

Motivated by physical situations, involving strictly positive fluxes of
energy across the horizon surface, we restrict to spacelike surfaces in the
classical regime where the null energy conditions hold and energy density
is positive. For the semi-classical regime, it is violated, as black holes can
evaporate through emission of Hawking radiation. Here we define the DH
as a timelike surface &%, which is foliated by compact 2-surfaces that are
marginally trapped, and the expansion of the other null normal is positive
everywhere.
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Chapter 4

Probing Near Horizon Structure

For studying the geometry and specifying initial data, we apply the Char-
acteristic Initial Value formulation, and further foliate the horizon # into
submanifolds which are spacelike, characterised as the cross sections, /.
As previously, we use adapted null coordinates on the horizon described by
the Newman-Penrose formalism. In the neighborhood of the horizon, we
introduce coordinates similar to Gaussian null coordinates, or Bondi coor-
dinates, in the neighborhood of null infinity. Let us first consider vacuum
spacetimes and account for electromagnetic fields further.

H: p®, 1(0) ¢(0) _ §(0) 7(0), ‘/)<10)

Figure 4.1: Representation of the characteristic initial value problem for
an Isolated Horizon segment in a vacuum spacetime with adapted null
coordinates following the Newman-Penrose formalism. The spacetime is
the solution to a characteristic initial value problem with the initial data
given on the horizon 7, and any null hypersurface, say 7, intersecting the
horizon, with a spacelike cross section /. The gray parameters indicate the
inclusion of electromagnetic fields.

4.1 Near Horizon Geometry

Firstly, we use a function v, whose level sets give the leaves of the foliation of
# , and normalized by the relation connecting the appropriate 1-form £ and
using the pull-back of the derivative operator (induced affine connection),
v, relating h(¢f, Vv) = 1 for the induced metric h on the horizon. For the
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affine parameter v, let us denote the two surfaces (topological spheres)
generated by the null generators as //, for constant v, where we introduce
coordinates x' for i = 2,3, which we assert to be constant along ¢, resulting
in a coordinate system (v,x’) on 7.

The future-directed inward pointing null normal # is related to the
foliation through the relation n = —Vv, such that, we have £-n = -1. We
extend n off geodesically, with r being an affine parameter along —n, such
that we set r = 0 at the hypersurface /7. This yields a one-parameter family
of null hypersurfaces 7, parameterized by v, orthogonal to 4. We set (v, x’)
to be constant along the integral curves of n to obtain a coordinate system
(v,r,x') in the neighbourhood of .

We complete the tetrad by adjoining a complex vector m, tangent to
some initial cross-section /, such that we Lie drag m along ¢,

Lem =0, (4.1.1)

on #. Due to the properties of a non-expanding horizon, Lie dragging
preserves the normalization of the vectors. We parallel transport £ and m
along —n, to obtain a null tetrad in the neighbourhood of #. Thereby, we
have the conditions on the directional derivatives,

An=Al=Am = 0. (4.1.2)

The construction is unique up to the choice of x' and m on the initial
cross section /), and we are allowed to perform arbitrary spin transforma-
tions on /4. In the coordinates (v,r, xi), we have the vectors on the null
tetrad, given by,

0'V;=D=29,+Ud, +X 9, (4.1.3a)
n'V;=A=-0, (4.1.3b)
m'vV;=6=00,+&0d,, (4.1.3¢)

which are due to the constraints on the normalization conditions for the
tetrad, given r is the affine parameter parallel propagating n. Here the frame
functions U, X! € R are real, and Q,& € C are complex.

Since d, is tangent to the horizon, with ¢ as the null normal, at the
horizon, we obtain,

u=0o, (4.1.4a)
X = 0. (4.1.4b)

Similarly, since we want m to be tangential to ./, at the horizon, we must

ensure,
Q=0, (4.1.4¢)

by the nature of our construction.



4.1. NEAR HORIZON GEOMETRY 67

4.1.1 Spin Coefficients

At all points in the neighbourhood of the horizon, we can constrain the spin
coefficients using Eq. (4.1.2) since n is affinely paramterized, and ¢, m are
parallel propagated along n, we use the relationships with the directional
derivatives in Eq. (2.2.13), to arrive at,

Tt=v=y=0. (4.1.5)

Using the above relations, we simplify the commutation relations in
Eq. (2.2.23), which we write as,

[A,D] = (e + &) A — 16 — 716, (4.1.6a)
[6,D]=(a+p-7)D+xA+(f+e—E)d—09, (4.1.6b)
[6,A] = +/5)A+y6+i5 (4.1.6¢)
[6,0] = WD +(p—p)A+ad+(p—a)o. (4.1.6d)

Here, we apply it on the function v, with Dv =1 from the normalization,
and Vv = 0, with év = év = 0 due to coordinate independency of v and x’, to
have,

[0,Dlv=a+p-m=0, (4.1.7a)
[6,0lv=ji—-u=0, (4.1.7b)

Thus, we arrive at the additional relations for the spin coefficients which
hold true in the neighbourhood of the horizon,

w=i, (4.1.8a)
=a+p. (4.1.8b)

In addition, we have the boundary condition at the horizon, specified by
the nature of £ being a geodesic, hypersurface-orthogonal and expansion-
free, to arrive at

Kk=p=0, (4.1.9)

due to Eq. (2.2.13), and the relations of the expansion and twist in Eq. (2.4.9)
and Eq. (2.4.10d).

We can now employ the Raychaudhuri equation in Eq. (3.1.2a) applied
to the null generators at the horizon, to realise the shear-free nature in
Eq. (3.1.2b),

o=0. (4.1.10)

Further, the condition of Lie dragging m along ¢ in Eq. (4.1.1), L,m =
Dm—o6€ = (e — €)m = 0 on the horizon by substituting Eq. (4.1.9), Eq. (4.1.10),
results in a constraint on €, as

e—€=0, (4.1.11)
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which is a gauge choice which can always be made, and is employed further.
This condition isn’t a physical restriction but a convenient choice of frame,
which is always possible to make via a spin transformation.

By the definition of an isolated horizon in Eq. (3.2.1), we have L,w =
- do+ vK([) = 0, for the rotation 1-form w, where we have adapted to the
tetrad on the horizon. We use the relation to the 1-form in Eq. (2.4.11), and
substitute Eq. (4.1.8), to arrive at,

w=(e+é)n+mm+nm, (4.1.12)

and the exterior derivative in Eq. (2.4.12) simplifies greatly using the con-
straints on the spin coefficients as,

dw=ImWY¥, €, (4.1.13)

where we denote the antisymmetric 1-form e = 2im A m. Thus, we require
K(¢) = € + € as the surface gravity to be constant since W([) =0, due to the
orthonormal relations of the tetrad, resulting in £- dw =ImW¥, £-€ = 0.

Further, we can use the commutation relations valid in the neighbour-
hood of the horizon, in Eq. (4.1.6), where we apply it on the function r, with
the relation Ar = —1 by the parameterization of n and using Eq. (4.1.3), to
arrive at,

[A,D]r =AU =—e-é-nQ-7Q, (4.1.14a)
[6,Dr=0U-DQ=-k+(f+€-€)Q-0%Q, (4.1.14b)
[6,A]lr = =AQ =1t + uQ + AQ, (4.1.14c¢)
[5,0]r=0Q-0Q=0p-p+aQd+(f-a)Q, (4.1.14d)

and similarly for the function x’, using the relation Ax' = 0, and imposing
the relations above in Eq. (4.1.3), we have,

[A,D]x = AX' = —r&’ ==&, (4.1.14e)
[6,D]x' =X =D& = (+e—€)& — o0&, (4.1.14f)
[6,A]x' = —A&" = u&' + A&, (4.1.14g)
[6,6]x' = 58" —6& = a&' + (p-a)&'. (4.1.14h)

We can combine the above equations, determining the radial and evolu-
tion equations for the spin coefficients of the tetrad, with the radial deriva-
tives for the coefficients given by,

AU = —(e + &) - Q- 1Q, (4.1.15a)
AQ=—-7t—uQ-AQ, (4.1.15b)
A& = —pst - A&, (4.1.15¢)
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while their propagation equations along v are,

DQ—-0oU= K—pQ+ch,
D& —6X = —p8&t + o &,
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(4.1.15d)

(4.1.15e)
(4.1.15f)

where we have extended the gauge choice € — € = 0, by the Lie dragging

condition, to the neighbourhood of the horizon.

Now, we look into the field equations in Eq. (2.2.26), where we apply the
requisite relations for the spin coefficients near the horizon in Eq. (4.1.5),
and Eq. (4.1.8), and ignoring matter terms, to arrive at the the field equations

involving radial derivatives,

At = —prt— At -\,

AB=-pu-al,
Aa=-Ap—apu—-"P;,
AN =-2)u—,
Ap=-p?=1AP%,

Ap=—-pp—oA-\p,,
Ao =—po - Xp,

Ak =—prt—om -\,
Ae =—ant— -\,

(4.1.16a)
(4.1.16b)
(4.1.16¢)
(4.1.16d)
(4.1.16e)
(4.1.16f)
(4.1.16g)
(4.1.16h)
(4.1.161)

where the radial equations decouple from the time evolution equations.
Further, the time evolution equations containing the directional derivative

D, become,

Do -6k =p? +|o* +p(e +€) - 2xa,
Do-6xk=0
Da-de=a

(e+€+p+0)-2xkp+ W,
(
DB-de=0c(a+m)+p(0—€)— Ky+e(
(
(0

a(p+€E—2€)+ P —Pe—xA+

DA-o6m=A(p-2€)+Gu+2ma,

Duy—-om=pu(p—€e—€)+or+2np+¥,,

(4.1.16m

(4.1.16]
(4.1.16k
(4.1.161

(4.1.16n

)
)
)
)
)
(4.1.160)

and the angular field equations comprising the 2-surface derivative o, are,

da—5B =puo— Ao +|al* +1p)* - 2ap -V,

60—50:pﬁ+a(ﬁ_—3a)—\1’1,
OA=Ou=pr+ A(@—3p)-

(4.1.16p)
(4.1.16q)
(4.1.16r1)
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We have the Bianchi identities in Eq. (2.2.27), simplified extensively in
the absence of matter in vacuum spacetime with the above constraints on
the spin coefficients in Eq. (4.1.5), and Eq. (4.1.8), which can be split as the
evolution equations given by,

DY, - 6V = ¥y (1t — 4a) + 2, (20 + €) - 3k, (4.1.17a)
DW, — 6V, = AW, — 2V, (1t — ) + 30V, — 2x'\Y;, (4.1.17b)
DW; - 6W, = =2 AW, + 31\, — 2W5 (€ — p) — kP, (4.1.17¢)
DY, — 0¥ = -3\, + 295 (27t + a) — Wy (4e — p), (4.1.17d)

and the corresponding radial equations are extensively simplified as,

AWy — oW = —u\Hy -2\ + 30\, (4.1.17e)
AV, - oW, = -2uW, + 20V, (4.1.17f)
AY, - o5 = -3u\V, + 285 + 0\, (4.1.17g)
A5 — 0y = —4u\V; + 48V, (4.1.17h)

Since there exists no radial derivative component for Py, we can specify
it as free data that we provide on the null hypersurface 7, as the past null
cone originating from /4.

4.1.2 Radial Expansion

Having established the null tetrad, the rotation coefficients, the Weyl tensor,
and the coordinate system, it is possible to solve the Einstein equations
radially in the neighbourhood of #. Precisely, we regard the spacetime
as a solution to a characteristic initial value problem with the initial data
given on the horizon 7, and any null hypersurface, say 7, intersecting the
horizon.

Specifically, we expand the directional derivatives, rotation coefficients,
and the components of the Weyl tensor, in a power series in r, away from
the horizon, as

X:X(0)+rX(1)+%r2X(2)+..., (4.1.18)

as a radial power series, such that we have the complex function X = X(%) on
the horizon.

In order to integrate the field equations and the Bianchi identities, we
start with suitable data on some initial cross-section 4, of the horizon
and use the non-radial equations to propagate them at all points of the
horizon. Starting with this horizon data and the appropriate data on the
past light cone 7 containing ), the radial equations then yield the first
radial derivatives and, iteratively, all successive higher derivatives as well.
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Intrinsic Geometry

We first consider the intrinsic geometry of the horizon contained in the
above equations at the horizon!. Using x(9) = (%) = () = 0, we employ the
radial field equation in Eq. (4.1.16), to arrive at,

0
@l =0, (4.1.19)

on the hypersurface. Similarly, relating the vacuum angular field equation
in Eq. (4.1.16), and substituting Eq. (4.1.5), Eq. (4.1.9) and Eq. (4.1.10), we
arrive at,

0
NA) (4.1.19b)

Further, the field equation relating D7c(?) in Eq. (4.1.16) on the horizon,
is simplified as,

D(a%+p0) =(Da” - 5¢!V)+ (DB - 560 )+5(e!? + ) = 0, (4.1.20a)

where we use the constraints for the spin coefficients carefully in Eq. (4.1.5),
Eq. (4.1.9), Eq. (4.1.10) and Eq. (4.1.11) and €© + &9 being constant.

Further, we can obtain the constancy of the connection coefficient a(®) =
a9 — (0 compatible with the horizon metric h, as

Da® = (Da” - 5¢'9) - (D) - 5e@) - 5(&” - @) =0.  (4.1.20b)

We can also use the relevant Bianchi equation in Eq. (4.1.17), to further
arrive at a significant relationship suggesting the constancy of the geometry
of the horizon, through,

pw” =o. (4.1.21)

The geometry can be realised further through the connection of the real

component of \1’2(0) relating to the Gaussian curvature of the horizon, given
by Eq. (2.4.5) in the vacuum spacetime, as

@R = —4Rew)”, (4.1.22)

which is internally determined by the connection a(® as in Eq. (2.4.4).

Thereby, \Ilz(o) is time-independent and its real component is determined by
a9, and the imaginary part corresponding to the curl of w in Eq. (4.1.13),
which is determined by 7(?) = a0 + §(0).

IWe compute the O(1) component of the equations, and shall often drop the index on the
directional derivatives to avoid clutter, when the relevant order of the operator is the same
as the order of the operand.
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We can also derive \113(0) from the angular field equations in Eq. (4.1.16),
such that we express in terms of the spin operator 0 for the angular deriva-
tives, to arrive at,

WO = G0~ 520 4 (0~ 2©)) 700), (4.1.23)

where we have utilized the spin-weights of y as s =0, and for A tobe s =1
as in Eq. (2.3.10)

The other interesting field equations in Eq. (4.1.16), lead us to the time
evolution of the expansion and shear of n at the horizon,

- 2
Dy(o) + K(g)y(o) =on0 + |7((0)|2 + ‘I’(O), (4.1.24b)

which is rewritten in terms of the spin operator, with the spin-weight of 7
as s =—1 asin Eq. (2.3.10).

We have the time evolution of the transversal expansion u(®) and shear
A9 of n, given by the solution to the above differential equations, as

~=/—\
°

=
I

#0(0)exp(-x(gv) + %{) (571(0) + (n(O))Z)(l —exp(—x(v)),
(4.1.25a)

AOw) = 200)exp(—ryv) + = (0 + [ + w1 (1 - exp( ().

(4.1.25b)

where ;/L(O)(O) and A(%)(0) are initial data to be specified on .

Through the relationship with \113(0) in Eq. (4.1.23), we can determine its
time evolution, which simplifies as,

0 0 1 0 0
\I’3( )(v) = \Il3( )(O)GXp(—K([)V) + % (6\}’2( )4 37-((0)\{!2( ))(1 —exp(—x([)v)),
(4.1.26)

where \1’3(0)(0) is completely determined by (?(0) and A(©).
Further, the other Bianchi identities in Eq. (4.1.17) lead us to the evolu-
tion equation of W, at the horizon as,

D + 20" = 59" - 300w 4+ 570w, (4.1.27)

where we have utilized the spin-weight of W5 as s = —1 given by Eq. (2.3.11).
We realise the nature of the first-order linear ordinary differential equation

for \I/io)(v) and we set,

(8457 ®) WS - 300w = A+ Bexp( k() (4.1.282)
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such that we can solve the equation,

B
2x0 (1 —eXp(—QK([)V)) + ?[) (1 —exp(—K([)v)),
(4.1.28b)

0 0
W) = w0 +

where the angular time-independent functions determined by

A= L ((6 +57%)(5+31)-3 (5n(0) N |n(°)|2 . %(0)))\1,2(0)’ (4.1.280)
k(o)

B=(5+510)w%(0)- 300w — A (4.1.28d)

Thereby, due to the geometry remaining constant on the initial cross-
section /j, we start with a choice of the null generator I and specify a
constant kg = €9 4+ &0 for the surface gravity, and an affine parameter v.
For surfaces with constant v, given by ./, we choose a basis {m, i}, which
are tangent to ./, and are Lie dragged along £. On one of the 2-surfaces, say
Ny, we choose the transversal expansion ]/1(0), shear A(9), the spin coefficient
79, the 2-surface connection coefficient al®) (which is time independent,

given by Eq. (4.1.20b)), and the transverse gravitational radiation \I’4(0).

Radial Evolution

The radial derivatives can be calculated sequentially order-by-order. By
substituting the relevant spin coefficients of the intrinsic horizon geometry
in the field equations involving radial derivatives in Eq. (4.1.16), we can
obtain the first radial derivatives describing their radial evolution, as,

M) = _Ar = y(O)T((O) + A 070 4 \I’3(0), (
B = _Ap = B0 L0 4 40 10) (4.1.29b
aV) = —Aa = 10O 4 40,0 L @) (

AL = ZAL =220 4 @) (4.1.29d
WD = _Ap= (,4(0))2+|/\(0) 2 (4.1.29
oV =—Ap=w", (4.1.29f)
oV =_Ag = 0, (4.1.29¢g)
kM =-Ax =0, (4.1.29h)
el = —Ae = 2070 4 pO 7O L @O (4.1.29i)

Thereby, the interesting quantities relating the radial evolution of the
connection coefficient a, and the surface gravity «(y), are,

0)

el 4 &) :Kf;)) :2|T((0)|2+2Re\11( (4.1.30a)
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e = &) = 7040 _ (050 1 2 1m wl?, (4.1.30b)
at) = p(0500) _ 3(0)70) 4 \1’3(0). (4.1.30¢)

Further, the radial Bianchi identities in Eq. (4.1.17) determined the
radial evolution of the components of the projections of the Weyl tensors as,

@it = _Aw, =0, (4.1.31a)

v = _Aw, = 5w = —aw?), (4.1.31b)

e = AW, = 5w 1 300w _ 20 g
=—(0+7)wy” + 340w, (4.1.31¢)

1 0 0) (
WY = AW = 5w 4 4uOw) 4 4500y

=—(0+279)w” + 40p”

0)
(4.1.31d)

Iteratively, we can now evaluate the expressions for the second-order
derivatives by applying the radial derivative in Eq. (4.1.16), and substituting
the first derivatives, to arrive at,

7 = A2t = —pAT — AP — AATE— RAA — AW
= 7@ 4 O 4 J O 7D \p3<1)
- 2(( P,(O))Z +| A<0>|2)n<0> + 470100 4 5,00y

+ A0 _ g0 _ 7Og) (4.1.32a)

B = A2B = —BAu—uAp—aAX - AAa
— O, 1 400 4 o131 4 1014 1)
- 2(( ﬂ<0))2 +| A<0>|2) BO 4 440 1040 4 OGO 4 JOO),

a® = A’q = —AAB - BAL — aAp - pha — AW,
= A0 g1) 4 g0 1) 4 5(0), (1) 1 (0 (1) +q,3(1>
- 2(( ﬂ<0))2 +| A<0>|2)a<0> + 4§02 O 4 Oy 0 g0
— 2720w 4 4O, (4.1.32¢)
A2 = AZ) = 20Au—-2uA)L - AY,
= 2001 4 2501 gV
= 620 ()" + 22O [AO 4 25O Y, (4.1.32d)
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]/1(2) = AZIM = —ZIAA]A— /‘A/\ — /\Ai

= 2401 1 1O (1) A(O);(l)
=2(p® >) +6pl VA0 | + AOgO 4 1O (4.1.32¢)
0 =A% = —pAp—pAo - oAL - AAc —A%
_ <0<0>y<1> +u(°)p‘” +o@A1 4 1050 4 gl
= 4pOw" _5p® _ 7@ (4.1.32f)

0@ =A% = —yAa —oAp—AAp—pAL

— 1061 4 6,0 4 70,0 4 (0 11

= 10, (4.1.32g)
k2 = A%k = —pAt - tAp — 6 ATt — tAG — AW,
= 0O W) 4 70,1 4 5O M) 4 7 (0)5(1) 4 \pl(l)
= 09" - 7 Op® (4.1.32h)
€ = A%e = —aA7t — "Aa - BAT - TIA — AP,
= a O 4 70 1) 4 g0 1) 4 7(0) (1) +\y2(
( + Bl ) 720 1 27000 10 1 77(0)g(0)1(0) 4 a(O)q%(O)

+ W _ 5wl 1 3,00

1)

(4.1.32i)

Further, the second-order radial evolution of the connection coefficient
a, and the surface gravity K(¢), are given by,

2 - 2 =
e e = K:;; =44 |7z(0)|2 +20) (ﬁ(o)) +210) (n(o)) + n(o)\lféo)
+ 7OW 59 _ 530 6y(0) Rel,”, (4.1.33a)
e — & = 2,0 ((a(o) + /5(0))7‘( ( )4+ g0 ) )+ 2ial® )Im‘I’go)
+2a© (27030 —27© 1) _ 5w 4 5"
46O Tm e, (4.1.33b)
a? = _z(( )74 |)\(0)|2 —2u D)0 4 %\yf’)a(m + 50y

OGO _ 5w 27 O00g . (4.1.33¢)
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Expansion of the Metric

We now employ the radial equations in Eq. (4.1.15) for evaluating the frame
functions, with U(® = X(07 = Q(0) = 0 from Eq. (4.1.4), to have,

Q) = _AQ = 20, (4.1.34b)
gMi = _Agi = OO L {00 (4.1.34c)
XWi — _AXE = 7-((0)6(0):1' + T—((O)E(O),i’ (4.1.34d)

where we have substituted the spin coefficients on the horizon.
Thus, we compute the directional derivatives, expanding up to first-
order in r, using the first-order frame functions in Eq. (4.1.3), to have

D =0d, +rxgd, + r(n(o)é(o)'i + ﬁ(o)é_(o)'i) Oyi+..., (4.1.35a)
A=-d, (4.1.35b)
6=E0ig 109, + r(y(o)é(o)’i + 1(0)5(0),1') Oyi+..., (4.1.35¢)

Similarly, in the second-order, we apply the radial derivative operator to
Eq. (4.1.15), to arrive at,
U2 = A2U = —(Ae + Aé) - tAQ - QAT — 7AQ - QAR
— e 4 &) 4 001 4 Q) (1) L z(0§1)  §0)7(1)
= 4|7 " + 2Re w”), (4.1.36a)
QP = A2Q = —Ar - pAQ - QAp - IAQ - QAL
— D 4y O 4 ), L OGN 4 O T
= 2§70 4 2 1O L g0 (4.1.36b)
£ 2 A28T = NS E A AAE — AL
Oy g0 (1) | JOEM L £0) §)
= 2((;4“”)2 + |/\(O)|2)§(0)’i + (4/4(0)/1(()) + \pio))g(O),i’ (4.1.36¢)
X = A2X = —AE - ET A - RAE - ET AR
= O Wiy g0 (D) | 20 21 4 £04iz(1)
= 240 (RO g0 4 7OFOL) 2 OO O
+ 21O OFO7 4 g0 O GO O (4.1.36d)
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Thereby, the frame functions can be expanded in the radial direction,
substituting the first and second-order derivatives from Eq. (4.1.34) and
Eq. (4.1.36), as

U= K(g)r+(2|7'((0)|2+Re\112(0))r2+..., (4.1.37a)
- 1.-
Q=+ (y“))ﬁ(‘)) + 107 (0) 4 qu;(’))rz T (4.1.37b)
£ = g0 4 (OO +j(0)é(0)i)r+(((y(0)) +|/\(0)|2)€(0)1
- 1.- — ) i
N (2y<ou<0>+E 4<0>)(g<0)n)r2+ , (4.1.37¢)
‘ _ 1
xi = (r0 g +71(0)5(0)1)”((’4(0)n(0) +/\(0)ﬁ(0)+§\1,3(0))5(0)1
- 1- i
N (y«»ﬁ(m #2004 2 3<°>g<0>’1))r2 i (4.1.37d)
_ Q& gy (4.1.37¢)

which can be used analogously to compute the directional derivatives.

The contravariant spacetime metric g, as expressed in the Newman-
Penrose formalism, gt =2 (—W‘n” + m(”m”)) in Eq. (2.2.8), can be related
to the frame functions, to have,

g =2(U+[Q?) (4.1.38a)

:2K([)r+2(3|TC(0)|2+R€\I]2(0))I’2+..., (4.1.38b)
¢ =1, (4.1.38¢)
¢ =X+ Q&+ QE (4.1.38d)

= 2(r O 4 7OZON) 2((’1@)“(0) +1(00) 4 _\y3<0>) £(0)

+ (Vw)ﬁ(m + 100,00

N =

gxixf — Elé_] +gi5j (4.1.38f)
_ (5(0),1'5-(0),]‘ n 5(0),]‘5(0),1‘) n 2(#(0)(5(0)&5‘(0)’]‘ + 5(0)4’5‘(0),1‘)
+ A0 £(0)ig(0) 4 1(0)5(0),1'5‘(0)4') ot (3 ((ﬂ(m)2 + ’,\(°)|2)
X (5(0),15(0),] + 5(0);]6_(0)11) + (6,4(0)/\(0) + \I]io))g(o)flé(o)t]

. ( 60 100) 1 q,4<0>) £00)i g(ow)rz o, (4.1.38g)

where we have used the relations with the directional derivatives and the
frame fields in Eq. (4.1.4), and have expanded the frame functions using
Eq. (4.1.37).
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The basis 1-forms dual to the null tetrad in Eq. (4.1.3), can thereby be
obtained,

1 )
f=dr- (K(g)r+Re\I’2(O)r2)dv— (T((O)I’+ E\I’;O)rz)éfo)dx’

1 _ _ .

1

n=—dv, (4.1.39b)
1 . _ 1. _ .
m= —(ﬁ(o)r+ E\PS(O)rZ)dv+ (1 —y(o)r)éfo)dx’ - ()\(O)r+ E\Pio)rz)£§0>dx’ +...,

(4.1.39¢)

where we have defined E;O) as the dual, through the relations 550)5(0),1' =0

and éfo)é_(o)j =1, such that, we can define ml(uo) = é;o)ﬁyxi.
For the covariant metric, we can expand the relation in Eq. (2.2.9), to

arrive at,

_ 0 n 1 0
Suv = 2(—5@1’%) + m(”mv)) = LV) + rg,(w) + Erzg,(w) +..., (4.1.40)
where we have,
0 0) _(0
g/gv) = 2(8(/4”91/)\/ + mzﬂ)mi)))x (4141&1)
1 0 _(0) - (0 0) _(0
g’(n,) =-2 (K(g)a(’,vav)v + 27‘((0)17’12”)81/)V + ZR(O)mzﬂ)av)V + 2]/1(0)7112#)77’12))
(0),,.(0) _(0) | 7(0),-(0) ~(0)
+ A m, m,, +A i, 1)) (4.1.41Db)

_ - 2
2O 4 OO B0 ) 09,0 2{ () + [ Ol

+(2y<°>A<°>—\y;°))m§°)m(°)+ 2u 01— 'f))m(o)m‘j’). (4.1.41¢)

4.1.3 Electromagnetism

Going beyond vacuum spacetimes, we expand the Maxwell field scalars
radially and iteratively compute them. Beginning with the intrinsic geom-
etry, we realise that 7 = v = ¥ = 0 from Eq. (4.1.5), p = ji, ® = a + f from
Eq. (4.1.8), and the extended gauge choice € = € from Eq. (4.1.11), which
are not affected by the inclusion of electromagnetic fields.
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Intrinsic Geometry

On the horizon, we realise k(%) = p(® = 0 from Eq. (4.1.9) as previously
mentioned. Employing the Raychaudhuri’s equation in Eq. (1.2.16), we
have, 6(®) = 0 as previously in Eq. (4.1.10), and additionally,

o =0, (4.1.42a)

which additionally, constraints the Ricci scalars,

0) _ (0 _ g0 _ (0 _ (0
Dl = @) = 0p) =) =Dl = 0. (4.1.42b)

Since the trace of the Maxwell stress energy tensor T vanishes, we have
A =0 everywhere.

In terms of the directional derivatives, we have the non-radial Maxwell’s
(source-free) equations in Eq. (2.2.32) simplified as,

qu)(lo) =0, (4.1.43a)
0 =,(0 0 0) , (0
D" — 569 = 270! >_K§€;¢<2 ) (4.1.43b)

such that (p(lo) is time-independent for the source-free case.

(j)(lo) constitutes the initial data that has to be specified on the cross-
section #;, due to its time independence. We further have p(?) and A(?) as
the transversal expansion and shear, which we specify on ), as previously
considered.

Further, the two-dimensional Ricci scalar, related to the Gaussian curva-
ture, in Eq. (4.1.22) is modified as,

(4.1.44)

2
2R =—4rew)” + 8|y}

As previously mentioned, we have \PO(O) = \Ifl(o) =0, and \112(0) determining
the intrinsic horizon geometry. The constraint equation for the Weyl scalar,

‘1’3(0) in Eq. (4.1.23), appropriately changed due to the Ricci components of
the tetrad,

W = 50— 020 1 (4@ - 20O 4 TG G, (4.1.45)

The Bianchi identity, relating the non-radial derivative of ‘I’io) in Eq. (2.2.35)
at the horizon,

(0)_ 5y(0) _ 5 7(0)5(0) (0) , ogy(0) (0)4,(0)
DW,” =597~ 24, 5¢p, = =30, + 297 (21 + a0)) - 2k,

B 2
+ 4200 G _4A<0>|¢<10>| ) (4.1.46a)
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which can be simplified as,
D\If4(0) + 2K([)\P4(0) = (5 + 571(0))\113(0) + 245(10) (E_i + 71(0))¢(20)

2
2320g0 430 |¢<10>‘ , (4.1.46b)

Radial Evolution

The radial evolution of the spin-coefficients is modified appropriately using
the field equations in Eq. (2.2.34),

7 =~ A = yOrl® 4 AO70) gl 4 9050 (4.1.47a)
BV = —Ap = pO O 4 g 1O 1 20 50) (4.1.47b)
2V = —Aa = 10 4 40,0 \y3<0>, (4.1.47¢)
0
A = AL =220, 4 \p4( ) (4.1.47d)
2 2
V) = A= () +|A<0)’2+2|¢<20> ) (4.1.47e)
oV = —Ap =0, (4.1.47f)
o =—Ac =0, (4.1.47g)
M =-Ax =0, (4.1.47h)
2
eV = _Ae = a OO 4 gOZO) 0 | ’¢<10>| (4.1.47i)

The radial evolution of the connection coefficient a, and the surface
gravity (), are,

- 1 2 0 0|2
e+ e = fp) = 2| + 2Re W) + 4", (4.1.48a)
e _ &) = 7(0),4(0) _ (0) (d(O) _ ﬂ(O)) +2i Im\yz(()); (4.1.48b)
2V = 040 — 300 L g0 50 5O (4.1.48¢)

The remaining (source-free) Maxwell’s equations correspond to the ra-
dial derivatives,

<PE)1) ==A¢g = pdpo—0Py—0¢y, (4.1.49a)
1) = —Ady = 2B, + 2y, — 5h. (4.1.49b)

Since there is no radial equation for ¢,, we specify it as the initial data on
the past light cone #. The radial expansion in the radial components leads
us to the (source-free) relations, evaluated iteratively in first-order,

1 0
¢y = ~Ado =50\, (4.1.49¢)
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1 -, (0 0 0
)= = -0 4 2500209
= (-0 + 7)Y + 240!, (4.1.49d)

Further, the radial Bianchi identities in Eq. (2.2.35) are given by, in
first-order radial evolution, where we shall use the non-radial (source-free)
Maxwell’s equations,

%(1) o, (4.1.50a)
g = 5wl 2cﬁ§°’6¢§°’ = —6‘11“” 261" 5¢\”, (4.1.500)
W = - (84 20) W 4 30w - 261 (54 70) 65 + 2651
+4I4(0)‘¢1 , (4.1.50c¢)
\P3(1) :—(5+2ﬁ(0))\y( )+4V( +2¢2 ‘Pl 2q5(20)(6—2n(0))</)(20)
+4n<0>’¢<20>' — 420510 (4.1.50d)

Iteratively, we can now evaluate the expressions for the second-order
derivatives by applying the radial derivative in Eq. (4.1.47), and substituting
the first derivatives and the Weyl tensors, to arrive at,

7 = A2 = 2(( ) 4 a0 |+|¢2|) 0) 4 472 1(0)(0) 4 5,0 ()

+ 1O 5w 7O 12401 22©) PG,
(4.1.51a)

B =A%g = 2(( ) |/\ | +|4)2 |) +4y(0)1(0)a(0)+a(0)@i0)

Y 7(0) . (0) 7(0) . (1)
+ X0+ (<04 21 [+ 290 4263

(4.1.51b)
a? = A2q = 2(( 0) 4 A@? +|q[)2 |) 0 4 4010 5(0) 1 OGO _ 5y
— 220w 4 4 Ow 4 261V 129 (0 - 210)
+4”(0)|q§2 | _4/\(0)¢1 qu , (4.1.51¢)
A0 = A2 = 6200 () 4+ 22O A0 4 25Oy \yf), (4.1.51d)
p2 = 822 () + 65 PO 2O+ 10w - 06 - g G,
(4.1.51e)

(0 _ 0
012 =A% = 45 OW” —5w)” - 70w 26" 0+ 7) )
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_ _ 2

+ 26054\ + 4,00 |¢<10> ) (4.1.51f)
o = A2 = 10w, (4.1.51¢g)
K = A2 = —owl% - ﬁ<0>\p2<0> _ 24;(1(”5(]5(10), (4.1.51h)

e = A2¢ = 2(0{(0) " ﬁ<0>)ﬂ<0>ﬁ<0> + 27000 10 1 257(0)g(0)4(0) 4 a(0>\p3(0>
0 0 0 (0 _ 0 7(0) =, (0
+ OV 5w + 3,00 261 @+ 7)Y + 2650 .
(4.1.51i)

Expansion of the Metric

The first-order frame functions are unaffected by the inclusion of the elec-
tromagnetic fields, and enter into the frame functions and the metric in
second order.

We apply the radial derivative operator to Eq. (4.1.15), to arrive at,

U® = AU = —(Ae + Aé) - tAQ — QA — 7AQ - QAT

— )4 g1 0 4 ) (1) 4 201501 4 @O)5(1)

2

= 4|r O + 2Re W[ + 4], (4.1.52a)

QP = A2Q = —Ar - pAQ - QAp - AAQ - QAL
= 7D 1 O 4 O, L 1O | ) 1(1)
= 25070 1 2 1O L PO 4 2V 5O (4.1.52b)
g1 2 A281 = _#Aéi_éiA‘u_iAéi_éiAj
=y Oy g0 (1) 4 FO M L g0 51
= z((,u<0>)2 + |/\(0)|2 + 'cp‘zo)'z)é“))'i + (4y<0>i<°> + '4(0’)5‘(0)”}

XV = A2XF = g AET AT — RAE — ET AT
= O g | g0 (1) | 20 ()i £(0)iz(1)

= 240 (OO 1 OFO) L 22O 7O O 4 2 JO)(0)£(0)

+ (‘1’3(0) +2¢” 43(20))5 (07 4 ( 0 2¢(20)q5(10))€_(0)’i. (4.1.52d)

The frame functions can be expanded in the radial direction, substituting
the first and second-order derivatives from Eq. (4.1.34) and Eq. (4.1.52), as

2
U=k + (2|n<0>|2 +Rew)” +2[g!") )r2 . (4.1.53a)
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_ 1 - —(0)
N (2P,<0>,\<0> +3 4<0>)5<0),z)r2+,__, (4.1.53c)
X! = (n(o)é(o) TR OOy ((;4(0)71(0) + A7) L S@l0 cj)(zo)(ﬁ(lo))é(o)’i
_ 1 - 0y _
. (P,m)ﬁ(m + 10RO La 000, o0 ‘2‘”))r2 .. (4.1.53d)
_ Q&0 gy (4.1.53¢)

The contravariant spacetime metric g, is expressed in terms of the frame
functions,

g =2(u+laP) (4.1.54a)
2

= 2K(pyr + 2(3 |71(0)|2 + Re\Ifz(O) + 2'(}5(10)’ )r2 ..., (4.1.54b)

¢ =1, (4.1.54c)

¢ =X+ Q&+ QE (4.1.54d)

_ 2[(7-((0),5(0),1‘ +ﬁ<o>g(0),i)r+((V<o>n<o>+/\(0)ﬁ(o>+ %\péo)+¢(20)(ﬁ(lo))é(0)ri
. (ﬂ<0>ﬁ<0> L 4(0),00) 4 %\p;m N ¢<1°>¢;<2°>)g‘<0>li)r2] S, (41.54e)
¢ = gif Eig (4.1.54f)
= (EOHEON 4 g0 00 4 2 (4 O)(£100 £ 4 (01 £100)
+ A0 £(0)] _I_i(O)é‘(O),iS(O),j)r_'_(3((”(0))2 N |/\(0)|2 N |¢(20)|2)
x (£@1EO 4 gOFEOF) 4 (6/”(0) A0 \114(0)) £(0)i g(0)]
. (6y(°)i(°’+ -i0>)5(0),i<§(0),j)r2+_“, (4.1.54g)

where Eq. (4.1.4) was now expanded using Eq. (4.1.53).
The basis 1-forms dual to the null tetrad are,

2
{=dr- (K([)I’+ (Re‘I’Z(O) +2 |qb(10)’ )rz)dv
1 _ )
- (n<°>r+ (5\113(0) + ¢‘2°)¢‘1°))r2)5§°’dx1
1. _ - .
—(ﬁ(o)r+(§ 3(0)+¢(10)¢(20))r2)€;0)dx1+..., (4.1.55a)
n=—dv, (4.1.55b)
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B . (4.1.55¢)

We now realize the covariant metric, which can be expanded radially,

g;(A?/) = 2(a(ﬂrav)v+mzz)mg/0))): (4156&1)
1 0 _(0) (0 0) _(0
g;n,) ==2 (K([)8(Hv8v)v + ZR(O)mEM)av)v + 271(0)m2”)8v)v + Zy(o)mzﬂ)mi))
# A0+ 30T ), (4.1.56b)

2
g = 2(2(~Rew;” =2+ [xO") vy v+ 2 (WO AR

200 )9, 20 1 1O
(23 )

4.2 Schwarzschild Near Horizon

We shall derive the spherically symmetric metric for the Schwarzschild
spacetime as an instructive primer to work on the geometry of the neighbor-
hood of the black hole, and the characteristic initial value formulation.

We have the spacetime near the horizon to have 7 = v = y = 0 from
Eq. (4.1.5), p = ji, t = @ + f from Eq. (4.1.8), and the extended gauge choice
€ = ¢ from Eq. (4.1.11). On the horizon, we further realise k(9 = p(0) = ¢(0) =
0 from Eq. (4.1.9) and Eq. (4.1.10).

4.2.1 Initial Data, Intrinsic Geometry

We proceed with the trivial choice of initial data given by ‘I’4(O) =0, on
the transverse null surface, %, and choose the common cross section /.
Further, to provide initial data of the expansion, ]4(0) and shear, A(9) of n,
we extend the spherical symmetry to / to have Du(® = 0 as an angular
function, and 19 = 0.

At the Schwarzschild horizon, we assume the metric is Petrov Type D, as
in Sec. 2.3.2 to arrive at,

(0) _ (0) _ g (0)
v =w = w =g =, (4.2.1)
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Figure 4.2: The characteristic initial value problem constructing the near-
horizon geometry of a spherically symmetric spacetime is presented here.
The null surface 7 represents the horizon whose intrinsic geometry is
studied, which is foliated by the temporal coordinate v, defined by the
tangent vector £. The null surface 7 is the past null cone, generated by past-
directed null geodesics originating from a cross-section /4, defined using
holomorphic coordinates (&, &). The affine parameter along the geodesics is
r, and the null vector is defined through the directional derivative A = -d,,
whose foliations are presented as dashed cuts. The spacetime metric is
constructed starting with suitable data on %, 7', and /. Additionally, the
initial data for the projections of the electromagnetic fields pertaining to
the Reissner—Nordstrom metric is presented.
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on the horizon. From Eq. (4.1.21), we have \I’Z(O) to be an angular function
and assume spherical symmetry.

The choice of \Ifz(o) determines the horizon multipole moments, specifi-
cally the mass multipole moments, since we have a non-spinning solution.
We realise \I’Z(O), which is constant, must be completely real, since the angu-
lar momentum multipoles, related to Im \PZ(O), vanish. We also have M = %R,
from Eq. (3.2.11), and x¢) = %, from Eq. (3.2.12).

Since the Ricci scalar, which relates the Gaussian curvature, is given on

the horizon from Eq. (4.1.22), as (2R = —4Re ‘I’Z(O), we can use the Gauss-

Bonnet theorem to have,

87 = 98 @R e = —456 ReW” ¢, (4.2.2a)
Ay H

)

hence, we use the constancy of \PZ(O , and the area of the horizon A = 47R?,

to arrive at,
0 _pew@__ 1 1
\PZ = Re‘I’z = _W = _W’ (4:22b)
thus determining the intrinsic horizon geometry.

Now, we can relate the angular function () to ‘112(0) by the time evolution
field equations in Eq. (4.1.24), to have,

2
K(g)]/[(o) =on'? + |T((O)| + \P(O), (4.2.3a)

where we have used 7c(?) = 0, a direct consequence of the assumed spherical
symmetry of the Schwarzschild horizon, which canonically fixes the value,

1
o__1
u S (4.2.3b)

4.2.2 Radial Evolution

Now, we use the radial evolution relations in Eq. (4.1.16), to have,

d

Ap=-FE =2 np, (4.2.4a)
dr
dA

A/\ = —E = 2/\’4, (424b)
d -

Ao = —d—(: =—uo—Ap, (4.2.4¢)

where we have used Wy = 0.
We use A0 =0, 40 = —L and ¢(0 =0,

A=0=0, (4.2.5a)
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p=— (4.2.5b)
which we have solved sequentially.
Similarly, the radial Bianchi identities in Eq. (4.1.17) can be sequentially
solved through,

4
A\yg, = F\II?” (4263.)
A‘yz - 5‘1’3 = %‘I’z + 2/)7\113, (426b)
2
A\Pl - 6\112 = F\Ill, (426C)
1
A\Ijo - 6\111 = F\PO - 2/3\111, (426d)
where we substitute the initial conditions.
We have \I’3(0) =0, and \Ifz(o) = —ﬁ, to arrive at
\PO = \Pl = \113 = 0, (4273.)
M
\IIZ = ——3, (427b)
r
(4.2.7¢)
which extends the algebraic symmetry of the Weyl tensors.
Now, we can solve the remaining radial evolution equations,
d 1
At = 4 -7, (4.2.8a)
dr r
dx
Ax = —— = —pT, 4.2.8b
K= - =—pR (4.2.8b)
do 1 M
Ap:_ﬁ = Fp+ 3 (42.8C)
de M
ANe=—=—-an— —, 4.2.
e=——-=-af prc+ 3 (4.2.8d)
d 1
Aa=-22 —a, (4.2.8¢)
dr r
Thereby, we use 70 =0, = %K([) = SLM, 0(0) =0,
n=x=0, (4.2.9a)
1 2M M
———(1-=="), =—, 4.2.
=" ( r Y (4.2.90)

a=—.: (429C)
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4.2.3 Frame Functions, Spacetime Metric

Further, we can integrate the radial frame function evolution, to arrive at,
by substituting the spin coefficients in Eq. (4.1.15),

du M
AU = —E = r—z, (42103)
dQ 1
AQ__E ——FQ, (4.2.10b)
. i )
A _ & :—151, (4.2.10c)
dr r
_ i
AX! = —dl =0. (4.2.10d)
dr

Here we use the initial conditions, U(®) = X(0) = Q(9) = 0 on the horizon,
and &9 is determined by the holomorphic coordinates, to have

Q=X =0, (4.2.11a)
2M —

u== n (4.2.11b)
r

&= (4.2.11¢)

The reconstructed null tetrad, through Eq. (4.1.3), is,

: 2M
elvi:D:av—(uT)ar, (4.2.12a)
n'V;=A=-0, (4.2.12b)
miVi =6= ré(o)'iaxf, (4.2.12¢)

Furthermore, the metric components are evaluated from Eq. (4.1.38),

2M
grr:2U: T_l’ (42133)
gvr — 1’ grxi - 0’ (4213b)
gxixj _ 515‘] + 15_15] — ZRG{E(O)’ig(O),j}rZ' (4213C)

The basis 1-forms dual to the null tetrad in Eq. (4.2.12) are thereby,

f:—l(l —ﬂ)dwdr, (4.2.14a)
2 r
n=-dv, m= 1rg§°)dxi. (4.2.14b)

2
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Hence, we have the covariant metric, given by the basis one-forms g, =

2 (—K(”nv) + m(#m,,)), in the gauge choices we have used,

ds? = _(1 - y)dv2 + 2dvdr + %Re{é(o)é
r

r 1

1)dxidxI (4.2.15)

This concludes the classical IH formalism for the spherically symmetric
Schwarzschild solution, with the Hamiltonian calculations giving us appro-
priate values for mass and surface gravity, geometric constraints on the IH
needed to be satisfied in accordance with the algebraic properties of the
Weyl tensor, the multipole moments yielded W,, and the radial and angular
field equations accomplished the rest.

4.3 Reissner-Nordstrom Near Horizon

Beyond spherically symmetric vacuum spacetimes, we shall consider the
extension to Maxwell’s field.

Due to the pertaining spherical symmetry, we adapt the near-horizon
tetrad as considered earlier. Using the same gauge as the Schwarzschild
metric, we have 1 =v=y=0,e =€, p=ji,and © = @ + 8, from Eq. (4.1.5),
Eq. (4.1.10), and Eq. (4.1.11).

4.3.1 Initial Data, Intrinsic Geometry

We proceed with choosing a transverse null surface, 7%, and the common
cross-section, with the trivial choice of initial data given by \I’io) =0, (j)(zo) =0,
Dul® =0, and A9 = 0 respecting spherical symmetry.

We choose the metric of the horizon to be Petrov Type D, to have \I/O(O) =
‘I’l(o) = \I/3(0) = ‘I’4(0) =0, and the choice of ‘I’Z(O), (p(lo) determines the horizon
multipole moments. From Raychaudhari’s equation, we have qbgo) =0in
Eq, (4.1.42).

We impose spherical symmetry on the Maxwell scalars on the hori-
zon, such that we impose the physical constraint, ¢, = 0, which satisfies
the non-radial (source-free) Maxwell equations. The quantity 4)(10) is time-
independent, and assumed to be constant on , such that its real and
imaginary parts describe the electric and magnetic flux density through /4,
respectively.

Due to spherical symmetry, we require that the angular momentum of
the horizon in Eq. (3.2.15) must vanish, thereby resulting in,

mw” =0, (4.3.1)

due to its relation to the curl of the rotation 1-form.
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Hence, the horizon mass in Eq. (3.2.18) is M = 21_R (R2 + qz) and the sur-
4 4 1 2

face gravity simplifies as () = Wﬂrqz) = 5r — 3% from Eq. (3.2.19). We

note the charge of the horizon from the definition in Eq. (3.2.17),
1
Q+iP= —95 ¢\ e =2r?¢, (4.3.2a)
27 W

by spherical symmetry for (j)(lo). Thereby, the effective charge of the horizon
is,

(4.3.2b)

2
q2 — Q2 + PZ — 4R4'¢(10)'

Further, \PZ(O) is time-independent and completely real, and we deter-
mine it from the Gauss-Bonnet Theorem, using the 2-dimensional Ricci
scalar in Eq. (4.1.44),

2
87 = 95 2R e = 96 (—4Re‘lf2(0) +8 |qb(10)‘ ) €, (4.3.3)
h i

hence, we have, on the horizon,

1 q2

0) _ 0) _
‘*112 _Re‘I’2 __ﬁ—'—ﬁ

(4.3.4)

Using the form of \PQ(O) at the horizon, we can arrive at the transversal

expansion, which we assume is an angular function, to have K(g)y(o) = \I’Z(O)

to arrive at, y(o) = —%, which is similar to the case of the Schwarzschild
tetrad.

4.3.2 Radial Evolution

Now, utilising the radial evolution relations in Eq. (4.1.47), we have,

_ o dp 2
Ap = S i [Al%, (4.3.5a)
aA
=22 =21y, 3.
A p Ap (4.3.5b)
do -
Ao = — g =M Ao. (4.3.5¢)

Sequentially, we solve by using the spherically symmetric data on the
horizon, A0 =0, y(o) = _Fl‘z' a0 =0,

A=0=0, (4.3.6a)
p=-——. (4.3.6b)
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The (source-free) Maxwell’s equations in Eq. (4.1.49) correspond to the
radial derivatives,

o)) =20 Ly, (4.3.7)

¢y = d¢1 = 2¢1, (4.3.7b)

We use the initial conditions of ¢g°’ = |¢1 | 4R4 such that, we
have the iteratively,

$o=0, (4.3.8a)

$1 = 2q2 exp(i), (4.3.8D)

and we have the physical constraint condition ¢, =0
The radial Bianchi identities in Eq. (4.1.50) simplify by using the spin
coefficients,

L

AY; = ~\, (4.3.9a)
o
0¥, 3 q?
A\pz = ——ar = F\I]z+2ﬁ\p3 +6‘I]3—r—5, (439b)
oV, 2 ]
AY, = -1 =2y 4+ 50, (4.3.9¢)
oar r
v, 1
AW, = _8_r0 = —Wo - 2B + 0. (4.3.9d)

Solving sequentially, we have by substituting ‘I’O(O) = ‘I’l(o) = \1’3(0) = \P4(0) =

0 _ 1 q?
0, %" =—3 + 20/
\I"() = \I]l \I]:), = ‘I”4 = 0, (43103)
M 2
W= (4.3.10b)
r r

Now, we encounter the other radial evolution equations for the spin
coefficients in Eq. (4.1.47),

Aot Lo (4.3.11a)
dr r
dx _
Ax = = —pT, (4.3.11b)
2
np=-d0 1, M o (4.3.11¢)



92 CHAPTER 4. PROBING NEAR HORIZON STRUCTURE

de _ M g
Ae:—E:—aT(—ﬂT(+r—3—F, (4311d)
d 1
Aa=-22_-2, (4.3.11e)
dr r
Thereby, we use 70 =0, e = %K(e) = —8LM ~ MR’ 0(0) =0,
K=Kk =0, (4.3.12a)
1 M q?
1AMy 4.3.12b
0 2r( r * r2 ) ( )
M qz 4(0)
_Moa o 4.3.12
T T { °

4.3.3 Frame Functions, Spacetime Metric

Substituting the spin coefficients in Eq. (4.1.15), we derive expressions
similar to those previously encountered. The differences include,

ad M q’

AU=—-—= , 4.3.1
dr 2 3 (4.3.13a)
Using the initial data on the horizon, U© =0, we have,
IMr — 2_ .2
u=-2"9-r (4.3.13b)
2r2

The reconstructed null tetrad, from the frame functions, through Eq. (4.1.3),
is,

. 2
0V, =D = 8V—(1 —gﬂ—z)ar, (4.3.14a)
r
n'V;=A=-9,, m'V;=56=r&0ig, (4.3.14b)

The metric components are evaluated from Eq. (4.1.54), differ in the

g = @ - ?—22 —1, such that the co-tetrad dual to Eq. (4.3.14) is given by,
1 2M ¢?
0=—(1-224+ 8 \av+dr, (4.3.15a)
2 ror?
1 ,
n=-dv, m= Eréfo)dx’, (4.3.15b)

where we have used the dual, 550).
Thereby, the covariant metric in our gauge is,
2M  g?

ds? = _(1 Ty —2)dv2 + 2dvdr + LRe{E(O)<§(-0)}dxidxj (4.3.16)
roor 2r? b



Chapter 5

Tidal Deformabilities

The response of any self-gravitating object under the influence of an external
tidal field can be divided into the conservative and dissipative components.
The conservative part encodes the information about the tidal deformation
of the body, while the dissipative part describes the absorption of the emitted
gravitational waves by the deformed object.

The study of weakly deformed black holes has a rich history, beginning
with the investigations of the Schwarzschild geometry and later extended to
the Kerr background. Consequently, wave equations for linearized massless
particles are now known for all black hole backgrounds in a form that can
be separated into ordinary differential equations. These equations allow us
to characterize how a black hole responds to small perturbations.

We will explore a related aspect of the linear response of a black hole
to a static external field. Specifically, we will examine the response of a
black hole to background profiles of gravitational tidal perturbations that
maintain the invariance of the cross-section of a black hole’s horizon. At
leading order, tidally perturbed black hole horizons can be modeled as
isolated horizons, and the non-vanishing fluxes of infalling radiation can
be calculated at linear order using perturbation theory. The response of
an object to a long-wavelength tidal gravitational field is encapsulated
in the Love numbers, which can be regarded as measures of the object’s
deformability or rigidity.

5.1 Love Numbers

Consider a black hole in a tidal environment, which can be created by an
external gravitational field generated by other objects, or by an external
scalar or vector field. When influenced by a weak static tidal field, black
holes exhibit vanishing gravitational Love numbers.

Love numbers quantify how an object responds to tidal forces: if the
external tidal field behaves like r’ at a large distance r, where £ represents
the relevant multipole moment, an object like a star that experiences tidal
deformation will generate a response field that decays as 1/r’*! at large
distances. The coefficient of this decay, normalized by the amplitude of
the tidal field, is referred to as a Love number. There can be multiple Love
numbers (or even Love tensors), as different types of tidal fields may be
applied.

93
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For a weak static tidal field, the problem reduces to studying static linear
perturbations around the object of interest, whether it be a star or a black
hole. At a large distance from the object, the perturbation satisfies the
Laplace equation, which admits two linearly independent solutions at large
r, one with a growing r¢ profile and another with a decaying 1/r*! profile
at multipole order ¢.

For a star, the growing (tidal) solution is generally accompanied by the
decaying tail, signifying deformability. In contrast, for a black hole, the
growing solution is regular at the horizon, while the decaying solution is
not and thus is discarded. These two facts together indicate that the Love
numbers for a black hole vanish.

5.1.1 Newtonian Theory

Consider an isolated and spherical Newtonian body of mass M and equilib-
rium radius R, as well as a Cartesian coordinate system (t,X). We embed this
body in an external gravitational potential, ®e(t,X). Performing a Taylor
series expansion of this external potential about the centre of mass Xcom,
the tidal environment of the body can be characterized for an arbitrary
multipolar index ¢ by a set of time-dependent, symmetric, and trace-free
(STF) tidal moments,

1 -
EL(t) = ==+ 9(1)Pext (t, Xcom), (5.1.1)

(€-2)!
where L =iy ---iy is a multi-index, while the brackets denote the STF part,
and appropriate normalization is used for generalizing to the relativistic
case.
Accordingly, the perturbed body develops a contribution @body(t,ﬂ to
the total gravitational potential, which can be characterized by a set of
time-dependent, STF multipole moments,

I (t) = f d3x sp(t, )xD, (5.1.2)
R3

where 6p(t,X) is the mass density perturbation induced by the applied tidal
field.

In the centre of mass frame, the dipole moment vanishes, thus the total
gravitational potential @ = Dy + Dpoqy is

(o)

=1 M (20— 1)1 nk1y(t)
cp(t,@:—Zzg(g_l)xﬂq(t)+?+; 7 reil, (5.1.3)

with r = |Y|, and it = 1Xis the unit vector in the x direction. For a given value
of the multipolar index ¢, the first term scales as r and corresponds to the
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applied multipole tidal field & (t), while the third term scales as 1/r’*! and
corresponds to the induced multipole moment I (t) of the body.

Let R denote the typical length scale of variation of the tidal environ-
ment. The tidal field typically scales as %CDext. Consequently, the multi-
polar expansion of the external potential @y, is only valid in the domain
0 <r <R. On the other hand, the multipolar expansion of the body’s re-
sponse is valid for all r > R. Therefore, the form of the total gravitational
potential is valid in the region R <r <'R. This separation of scales ensures
that the tidal field remains quasi-static, with the timescales associated with
changes in the tidal field being adiabatic compared to the internal timescale
of the body.

Figure 5.1: Representation of the region of the spacetime where the ex-
pansions of the potential of the tidal deformability are valid. We have an
isolated and spherical Newtonian body of mass M and equilibrium radius
R. R denotes the typical length scale of variation of the tidal environment.
The form of the total gravitational potential is valid in the region R<r <R.

For a weak and slowly varying external tidal field (adiabatic approxima-
tion), the induced mass multipole moments are proportional to the applied
tidal multipoles, such that,

Ip(t) = = AgEL(v), (5.1.4)

where the A, is the tidal deformability parameter, a real-valued constant
that depends only on the internal structure of the body, and scales as R**1.
We shall use the dimensionless tidal love numbers, defined by the rescaling,

2(0-2)!

(2€_1)”kgR2€+1, (5.1.5)

Ao =

such that the Newtonian gravitational potential in Eq. (5.1.3) then becomes,

_ M 1 R 20+1 B
CD(t,r,é,é):T—;g(g_l)r€[1+2kg(?) ]5€1m(t)yg,m(5,g), (5.1.6)
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where we have conveniently introduced stereographic coordinates, and
expanded the time-dependent scalar field nl&;(t) over the orthonormal
basis of spherical harmonics.

In the above expression, the Newtonian potential of the black hole itself
with mass M can be identified, as well as the external potential, proportional
to k, denotes the (gravitational) multipole moment that is induced in the
black hole. Thereby, gravitational Love numbers for a specific multipole
are the dimensionless ratio of the multipolar component of the body’s
induced gravitational potential to the multipolar component of the external
gravitational field.

5.1.2 Relativistic Love Numbers

In the Newtonian limit, the components of the metric with respect to the
Cartesian coordinates are given in terms of the gravitational potential as the
effective frame functions,

20
goo =1+ +0O(c™), (5.1.7a)
20i = O0(c™), (5.1.7b)
8ij = 0 (1 + g) +0(c™). (5.1.7¢)
C

The Newtonian limit of the Weyl scalar projection ¥, in Eq. (2.2.21) is
considered at the flat spacetime limit of the null vectors £ and m, by using
the spin-operators in Eq. (2.4.23) to have,

lim > (t,r, &, &) ———Zaz (tr,& &)

C—00

_ 1 /-2 E 20+1 5 )
_;M—l)r [””‘f(r) Eem(0*Yem(E,€)

20+1 }
e N (RS g RN A

{m

where we have defined the coefficients ay ,,(t) = 4/ (62(2 J(ex1) Eg m(t), by using

02Yy ,, = Eﬁ*;g Yo =€+ 2)€+1)(€~1),Y,,, from Bq. (2.4.23).
Similarly, for the radiative component of the Weyl tensor given by ¥,

we consider the flat spacetime limit of the null vectors n and , to have

-1
.2 _ 1 (-2
Ch_r){)loc Wy(t,r, & &) = 1 ; r
m

R 20+1 B
1+2k€(;) ]ae,m(t)—zYam(E,E), (5.1.9)
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where we realize 3 Yy, = /(€ +2)(€ + 1)€(€ - 1) _, Yy, from Eq. (2.4.23).

The Weyl scalars ¥, and W, in the Newtonian limit provide the way
forward for defining a gauge-invariant tidal response function. Although
the definition of the tidal response function in terms of the Weyl scalar is
relativistically invariant, it is dependent on the spacetime foliation through
the choice of the tetrad vectors.

5.1.3 Surficial Love Numbers

Analogous to gravitational Love numbers, we can define surficial Love
numbers, h, as the deformation of the body’s surface, also expanded in
multipole moments. We measure the tidal deformation, as the implicit
change in the radius of the (spherically symmetric) body from r = R to a new
equilibrium radius, r = R + R, such that

A _ 1 -
R(t,&,€) = —Rzg(g—_l)hggg,m(t)Yg’m(é,é), (5.1.10)
{,m

where the surficial Love numbers h, are dimensionless and equivalent scale-
free measures of the deformation. We can further relate to the 2-dimensional
Ricci scalar ()R that describes the intrinsic geometry, and its appropriate
perturbation due to the tidal deformation, as

A - 2 {+2 -
DREE) =5 ) T heE OV EE). (L1

Om
We extend the definition to the relativistic limit by the appropriate

notion of the multipole field in a coordinate-invariant manner.

5.1.4 Electromagnetic Polarizability

The polarizability of an object is the constant of proportionality between
the external field and the induced multipole moment in the body under
consideration, similar to the definition of gravitational Love numbers.

5.2 Tidal Perturbations of Isolated Horizons

Modeling a tidally perturbed black hole horizon as an isolated horizon, we
construct a perturbed NEH by the geometry of the cross-section, which will
be embedded within the horizon.
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5.2.1 Intrinsic Geometry

The generic metric within a distorted topological 2-sphere cross-section can
be written in holomorphic coordinates {&, £} from Eq. (2.4.15), as,

2R? -
ds® = = d&dé. (5.2.1)
1P|
For a generic axi-symmetric metric, perturbations are translated to per-
turbations of P even when the perturbation is not axi-symmetric. Starting
from Py, we shall perturb the 2-metric by,

P =P (1+P), (5.2.2)

where P is a small perturbation, which we expand up to linear order.

The directional derivative ¢ and the connection coefficient a describe the
intrinsic geometry through the derivative operator V. We have the complex
null form from Eq. (2.4.14), m = %dé, such that, the directional derivative,

1 s\ d
6= = o1 +P)%
i(l-}—p)é[o], (5.2.3)

where 6[0] = @%, and the perturbation, 5= 136[0]

The perturbed connection coefficient for the angular derivatives, from
Eq.(2.4.17)isa = LIP ‘such that,

R9&’
L 915 b s Pojob
4= ﬁ%[Pm(l +P)] =ajo) +ao) P + R 9 (5.2.4)

. 19h
where ag) = Fl'za_[gm
To determine the intrinsic geometry and curvature, we expand the Ricci

scalar, upto linear order, 2R =2 Ro] +@ R, with the unperturbed curvature

@R (o) = A[O]ln|P[0]’2 using Eq. (2.4.18), given by
(2)R = AP In |P[0] (1 + p)|2 = APID|P[0]|2 + ZApln(l + 13)

= A[O] In 'P[O]IZ +2Re pA[O] In |P[0]|2 + ZAPP + O(p)z

=) Rig) + 2Re PP Ry + 2A () Re P + O(P)?, (5.2.5a)
since Ap = 2@2 ag;é = (1 +2Re P)A[O] +0O(P)?, hence

@R = 2A10jRe P+ 2Re PAIRyq. (5.2.5b)
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Further, using the angular field equations from Eq. (2.2.26), in Eq. (2.4.4),
we can derive the perturbations in the intrinsic geometry, governed by
\pz = \PZO +\i]2, as,

)R = —4Re P, (5.2.6)
since p =0 =y =0 and y = ji on the horizon from Eq. (4.1.5), Eq. (4.1.8)
and Eq. (4.1.9), and we assume vacuum spacetime.

Further, we use the angular field equations in Eq. (2.2.26), which yield
expressions for the perturbation to the Weyl scalar W, as a function of the
perturbed connection 4, and the spin coefficient 7,

-, = da+doa+6f-da—aa+fa, (5.2.7a)

hence, we have the real and imaginary parts of the Weyl tensor describing
the intrinsic geometry,
—2ReW, = da+6(a—p)-2|a
=-2 Re\I’z[O] +0[0)d + 5&1[0] + 5[0]51-{— Sd[o] + 2dapg) + 261[0]&, (5.2.7b)
—2ImW, = - ort—m(a—p)+7a
. 0 n c c 2 & _ n_ N
= —2Im\P2[ ] +0[0) 7 + OT([0] — O[] TC — OTT[o] — Ttd[o] — TC[0]4
+ﬁa[0] +T_I[0]d, (5.2.7¢)

where we have used the perturbed relations for the connection and direc-
tional derivative from Eq. (5.2.3) and Eq. (5.2.4).

Embedding NEH

To construct a perturbed NEH, we have to provide a foliation of the cross-
sections of the horizon in terms of closed 2-spheres. As seen in Sec. 3.3.2,
different gauge choices for the rotation 1-form w correspond to different
foliations. For the unperturbed horizon, we have the foliation in Eq. (3.3.3),

w=—*dU+dV, (5.2.8a)
where we can relate the scalar potentials for the divergence and curl of w,

ApU = —*dw = 2Im P, (5.2.8b)
ApY =V w. (5.2.8¢)

For a perturbation in the scalar rotational potential, ¢/ = Z/{[O] + Z/AI, we
expand the derivative through the perturbed conformal factor in Eq. (5.2.2),
such that,

ApU = (1 +2Rel3)A[0] (U[O] +Z/7)
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= Ajo)Ujo) + 2RepA[O]U[0] + A[O]Z/Al +0(P?). (5.2.9a)

Thereby, substituting the perturbed Weyl scalar, we have the linear order
perturbation,
Ayl = 21m ¥, — 4Re PTm W), (5.2.9b)

In Eq. (5.2.8), V, which is a co-exact form, represents the gauge freedom
in the choice of w. As seen in Sec. 3.3.2, we have a natural choice for the
unperturbed horizon with dV = 0. For the perturbed horizon, we choose the
gauge choice for the divergence scalar,

ApV = —2ReP,, (5.2.10)

which relates the slicing of the perturbed horizon to the intrinsic geometry.
This choice guarantees that the vector n and its expansion y are invariant
under the perturbation. The perturbed radial coordinate coincides with the
unperturbed one.

Perturbations of Intrinsic Geometry

The evolution of the spin-coefficients and their relations with the Weyl
tensors are given by the field equations in Eq. (4.1.16) for the vacuum space-
time. We take the first-order linear perturbations and simplify extensively
by substituting the spin coefficients and Weyl tensors. For an isolated hori-
zon, we have the unperturbed spin coefficients, 7o = [ ] 7/[0] =0 from
Eq. (4.1.5) generically on the spacetime, Ho] = Fijo] @and (g (0] + Bjo] from
Eq. (4.1.9), and «[g] = g[0] = 0]¢] = 0 using Eq. (4.1.9) and Eq (4 1 10)

Additionally, we shall choose gauge conditions such that 7t = & + ﬁ on
the horizon, up to first order, motivated by the gauge conditions for the
intrinsic quantities on the horizon.

Under these constraints, we have the evolution equations from Eq. (4.1.16)
on the horizon,

D)6 - 8101k = 6(€j0) + €[] ) - 20701, (5.2.11a)
Djoj6 = 8oy = & (€] + €(07) — 2Bj0 % + P, (5.2.11b)
DjgjA = bjo)7t = —2€[o)A + 0] G + 20} 72, (5.2.11c¢)
Dio}fi = 8joj7t =~ (ejo) + [ﬂ+ﬂ[ﬂ5—é—®+¢@ (5.2.11d)
Doy - 810)€ = dejo) + @ (o) — 2€(0)) + o) (0 + € - 2€)

+Blo)0 ~ 6[0]/5 Brojé + €0y, (5.2.11e)

Do) - 8[0)€ = eo) + a(0)6 — (o) + Bpo} (6 — €) — wo)®
—d[01é+€[0](7§(—&)+\i’1, (5.2.11f)
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where we have assumed the directional derivative D remains unperturbed
on the horizon, such that D = D).

The angular field equations from Eq. (4.1.16) on the horizon, in linear
order perturbations, are given as,

5[0]@ - 5[0]0 = (f(ﬁ_[()] - 30([0]) —‘i’l, (5.2.11g)
5[011—5[0]]2—5‘14[0] = o7t + j(d[o] - 3/3[0]) —\i—’3, (5.2.11h)

b[o]c@ + 506[0] - 5[0]/§ - Sﬂ[o] = H[0]0 t q|o) (0? - 3ﬁ) - ﬁ[O] (36@ - B) —\i/z;
(5.2.11i)

where we used the relations ji = ji, since y is real from Eq. (4.1.8).

Further, we can perturb the evolutionary Bianchi identities in Eq. (4.1.17)
up to first order, assuming vacuum spacetime, to arrive at the evolution
equations for the Weyl tensors,

Dyojr = 801 ¥ — dao) ¥ + 2ep0p ¥ - 30w, (5.2.12a)
Do, = 10191 — 2070 + 301", (5.2.12b)
Dy = 101 %5 + Sp0) 4 + 37w — 26705, (5.2.12¢)
DyoWs = 801 ¥5 — 3P4 + 2005 — o). (5.2.12d)

5.2.2 Perturbative Radial Evolution

We propagate the tetrad basis and the coordinate system defined at the
horizon by parallel propagating all fields along the inward-pointing future-
directed null vector n, such that the radial derivative remains unchanged
A=A

The radial field equations from Eq. (4.1.16) in the neighborhood of the
horizon, for the spin coefficients are simplified in linear perturbations as,

AR = —11(o)fi = pjo 7t — Afo) 7t — o)A — B3, (5.2.13a)
AB = o)~ Bpojfi = Kjo)d — ago) A (5.2.13b)
Ad = =A(o)f - Boyd - apo i~ ppojd — V5, (5.2.13¢)
AL = =200 = 2o A - B, (5.2.13d)
Afi = =2p0)f = Ao A = Ao A, (5.2.13¢)
A = —pj0)0 - [0} — oo A — Aoy — s, (5.2.13f)
AG = —pio)6 — ooyt — Aoy — 0[0) A, (5.2.13g)
AR = —pjo)7t = )6 — 0jo) 7t — o) — P, (5.2.13h)
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~7o)d = Bo)7 — o) — W, (5.2.13i)

A

A€ = —a[o]

where we used the relations 7 = ¥ = y = 0, motivated from Eq. (4.1.5).

The radial evolution of the Weyl tensors is perturbatively specified by
the radial Bianchi identities in Eq. (4.1.17), which we expand in linear order
as,

. . s 0] » s 0] 5 s 0]
Ay = 1001 = ugor o — B0 i = 21011 — 29 B + 3070, + 301,
(5.2.14a)
AW, = 81000, — 20y Wy — 29[ i+ 207005 + 2w, (5.2.14b)
A\ilz = 6[0]\ij3 - 3‘1/1[0]@/2 - 3‘1’2[0]ﬁ + Zﬁ[o]\i/g; + 2\P3[0]ﬁA + O'[O]\i’4 + \Pio]ﬁ,
(5.2.14c)
A 3 A A 0] . A 0] &
AWy = 810y Wy — dpugoy s — 49100+ 4oy + 400, (5.2.14d)

Thereby, we can evaluate the perturbations of the spin coefficients and
the Weyl tensors to reconstruct the perturbed metric through the radial,
temporal, and angular evolution of the frame functions.

5.2.3 Electromagnetic Fields

We proceed with considering the electromagnetic fields. We use the unper-
turbed spin coefficients for an isolated horizon as earlier, with () = vjo] =
V(0] = 0 from Eq. (4.1.5), pjo] = fijo) and 7[g] = ajo] + Pjo] from Eq. (4.1.9), and
K[0] = 0[0] = 0[0] = 0 using Eq. (4.1.9) and Eq. (4.1.10).

Intrinsic Geometry

In terms of the directional derivatives, the evolutionary Maxwell equations
in Eq. (2.2.32) can be expanded on the horizon with D = D] and assuming
source-free spacetime,

A

Dyoj1 - Sj00 ~ Sﬁbgo] = go] (7= 24) + o (ﬂ[o] - 205[0]) +20[0]91

+2¢[10]@—K[0]q52—¢[20]1€, (5.2.15a)
S P 01, n may . 4 . o] «
Diojhs = Sjojbr 591" = @5 (6= 26)+ 2 (10) — 2€01) = Ajorbo — by A
+ 270 1 + 24)[10]7%- (5.2.15b)

The perturbations of the evolution equations in Eq. (2.2.26) containing
the field tensors are simplified on the horizon, analogous to Eq. (5.2.11)

D[o]OA - 5[0]13 = ﬁ(e[o] + 6_[0]) - 26![0]13 + ZQBEO](IA)O + 2(],')%0](50, (5.2.16&)
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D)6 = 801 = & (€[] + €[0]) — 2Bjo)% + P, (5.2.16b)
DiojA - S0t = —2epop A + oy + 2aq0y7t + 265 G0+ 26 dy,  (5.2.16¢)
Dy i - 5[0]7'(——}1(6[0 + €[ )+y[0 (p‘ é— é)+ 7 (5.2.16d)
Dygjd — éj01€ = 56[ o] + ( )+a (@ é)
+/5[0]cr ej01f — Bo€ + ot + 201 bo + 26061, (5.2.16¢)
Dio)f ~810)€ = dejo) + afo)d — €(o)f + Bloy (6 — €)= o
—a[o]e+e[0](n—a)+\lfl, (5.2.16f)

The angular field equations incorporate the perturbed Maxwell’s fields
from Eq. (2.2.34) as,

6[0]0 6 10 = G(ﬁ- 30([0]) —\ijl + 2(!)%0](51 + 2(!3[10](]‘[;0,

(5.2.16g)
S10)A — Sjopft - 5#[0] = pjo)Tt + i(0?[01 - 3/3[01)— s + 24)[20](51 + 2¢_>[10]<I32,
(5.2.16h)

810}t + Saxgo) = 8101 — 5Bjo) = )6 + 10) (&~ 38) — Bloy (3¢ - )
0+ 2616, + 29106, (5.2.16i)

Further, using Eq. (2.2.35), the evolutionary Bianchi identities in Eq. (5.2.12)
become,

D[O]\i’l = 5[0]\% - 401[0]\% + 26[0]\i’1 - 312\112[0]
26 51010 — 264 5y~ 257018 o
+2¢"'Djg)o + 2D <P£>0]<l§1 ~4e016) s
~ de )b — 4| p!")| €~ 4010160
- 40[019[)[10]‘50 - 4¢0 ¢1 s+ 4K[0]951 (f)l

- A

+axpo by + 4 '¢[10]|2 R+ 4Bo1 by

+ 4By b + 4 'cpéol‘z Bioy (5.2.17a)
DyoyWs = o)W - 2apo ¥, + 3w

+ 245[10]5[0]4;0 + 2q5[10]5¢%0] + 25[0]%0]4;1

26y Ao bo — 2810105 o — 401 B b

—4apo 4’ ¢’[0] 44;[10]% a +4pyg) ¢[0]¢1
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+ 4ot +alpl”] o, (5.2.17b)
Dio¥s = 80 ]\1/2+5[ il ]+3n\y[°] 2e0 ]\I’
=26y dj01ha — 265 S0y — 28005 bo
+26,''D, ¢32+2D ¢[zo]<i§1+4€[0]4;[10]¢32
+4€[0]¢1¢2 Ve agl? [0]é+4ﬂ[0 o b1
+4#[0]¢1 1o +4gy9 1 4—/30<P[0]¢2
—4/5[01% WGo— 4y 05 B~ 4014y 1
oy - 4‘¢[°] 7, (5.2.17¢)
Djo ¥, = 5[0]\113 — 3w R 4+ 20y B — depo) Wy
+ 295[10]5[0]<i32 245y + 25[O]¢[201$1
- 24_)%0] 0)P2 = 2] b5 o+ 40([0]<i_>[10](132
+4a 0]¢1¢[°]+4¢[°]¢ — 42161,
TP ¢>1—4|¢1 ‘ A. (5.2.17d)

Radial Evolution

The radial Maxwell equations in Eq. (2.2.32) for the electromagnetic field,
in first-order perturbations, are,

Ay = Spo P2 + 5[0]¢[20] + 295 f+ 2B101P2 + 2p01d1 + 2008, (5.2.18a)
Ao = 1011 + 10101 — oo — P A+ 001 bs + 656, (5.2.18b)

Further, to evaluate the spin coefficients, the radial equations in Eq. (5.2.13)
include the perturbations of Maxwell’s fields from Eq. (2.2.34) as,

A = —mopii— oyt = Aoyt — oA = B = 200006, - 261, (5.2.19a)
AB = ~ppo)f ~ Broyit = oy ~ ajold = 265 1 - 26" o, (5.2.19b)
Ad = =Ajg)f = BlojA - ajoft = poyd — B, (5.2.19¢)
A = =220 - 2p A - B, (5.2.19d)
Afi = =2ppg1ft = Ay A = Ao A = 26006, — 20706, (5.2.19%)
AD = —pj0)0 — O[0]f — []/\ Afo)0 — W, (5.2.19f)
AG = ~pj0)6 = ojo)i— Xjo)0 — ofo) A — 265 ' Po — 260y b2, (5.2.19g)
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:Ib

AR = —p[o]
A

7010 — ofo)7t — w016 — ¥ — 2<i>1 ¢o—2¢0 61, (5.2.19h)
_ﬁ[O]a_ﬁ[O]n_n[O]ﬁ_\I’2_2¢1 lp1-2¢!%,.  (5.2.19i)

m>
Il
A

~a[0]

Further, the radial evolution of the perturbations of the Bianchi identities
in Eq. (5.2.14) is modified using the electromagnetic field perturbations
through Eq. (2.2.35) as,

Ay = 10191 = ugor o — WL i = 281001 — 29/ + 307070
+3\11[°]é+2¢3[1°]‘ 1o +2q5[1°]5¢g°]+25 160y
+24) ]D[0]¢0+2¢[2 ]D% +2D ¢2—4K 4)[0](]51
— 4K ¢1 1§, - 46y K—4/3[0]<P1 o~ 4porply by
[0] (0] # [0]|% .
~ 40 9 f -+ 4010 " - 40[01¢>1 b -4lol”| 6
+ deq 0o + depo bl b, + 4L e, (5.2.20a)
A‘I’l b[o]\ljz—Z]A[o]qjl 2‘111[ ]y+20[ ]\IJ3+2\II[ g +2q5[2 ](5[ ](PO
+ 2¢[°]a¢[°] + 25000 Gy + 261 A[O]qbo + 200005,
0] »
—4pm¢2 4)1 40101\ b2 ~ 465916 + 41065 o
+ dagpl by + 4V o, (5.2.20b)
A‘i’z = 5[0]‘1’3 - 3[4[0]\112 - 3\112[0112 + 2/3[0]@13 + Z\P:.’[O]ﬂl\ + ()'[0]@4
0, z[0 - ~[0] A 7[0 0] z[0 ~[0 N
+ 9,6 - 265 Dpoj 2 —2¢£]D¢[]—2DO]¢£]¢£]+2¢5] o2
+ 21801 4 251016111 — deg G by — depo)pl G, — 4
2 0
~ 4oy~ a1 4|0l i+ 48106102 + 4810 ¢[ ]qsl

+4¢1 ](Pz /5+47Z ‘Pz ¢1+471[0 ¢1 (P2+4(P2 [0] T, (5.2.20¢)

APy = 810y Wy — dpugoy s — 4w+ 4oy + 4w [0
—z@&“sm —zq5£°]5¢3£0] - 280 ¢£°]q5£°] +2¢1 A1
+2Ap0 ]¢1—4Of [0] ¢2—4a[0 sz <P2
—4|4>2 "+ arg e + aaolld, + 4000 (5.2.200)

The remaining contracted Bianchi identities in Eq. (2.2.35) are equiv-
alent to Maxwell’s equations since we have the vanishing covariant diver-
gence of the energy-momentum tensor, and hence provide the same physical
content.
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5.3 Spherical Background

To exploit the explicit symmetries of a spherical static spacetime, we con-
sider the perturbations of a Schwarzschild background, characterized by a
spherical cross-section with B = % (1 + écf_), as in Eq. (2.4.20). Let us now

perturb the conformal factor by P = P (1 + 15) as per Eq. (5.2.2), where we

assume P is real for the spherical cross section.

We have the unperturbed solutions for the radial evolution of the spin-
coefficients for the background Schwarzschild spacetime from Eq. (4.2.5)
and Eq. (4.2.9),

(o] = V[o] = A[o] = 0J0] = T[0] = K[0] = 0, (5.3.1a)
1
Hlo1 =~ (5.3.1b)
R 1 R
€l0] = 42 0[0] :_E(l_?)’ (5.3.1¢)
N0 _
%) €

a — = 5.3.1d
0= T rr ( )
where we have used the holomorphic coordinates for the connection.

The appropriate frame functions and the directional derivatives from
Eq. (4.2.11) are,

R
Dyoy = d, — (1 - ?)&, (5.3.1e)

A[O] = —Br, 5[0] = —85 (531f)

Further, the unperturbed Weyl tensors at the horizons evolve radially
from Eq. (4.2.7), for the Petrov Type D Spacetime as,

0 0 0 0
W =l gl =gl g, (5.3.1g)
R

[0]
\Ijz :—F. (531h)

5.3.1 Intrinsic Perturbations

On the horizon, we can compute the unperturbed directional derivative oo},
and the connection coefficient a, using holonomic coordinates, such that

= Bo 9 - 14£€ 9 2190 . &
0] = Toﬁ = JER 3¢, and apo) = ﬁa—; = 7R from Eq. (2.4.17). Thereby, the

perturbation in Eq. (5.2.4) manifests as,

P +6,P. (5.3.2)
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Further, for the spherical Cross- section since the intrinsic curvature
simplifies as (2)R[0] ln|P[0]| RZ using Eq. (2.4.18), we have the per-
turbation from Eq. (5.2. 5)

_ 4,
PR =200 P+ 5 P. (5.3.3)

Since the metric perturbation is sourced by the perturbation to the real
part of W, from Eq. (5.2.6), we have,

L2 .
Ao + o3P +2Re s £ 0. (5.3.4)

Also, we relate the Weyl scalar to the perturbations in the connection a,
and the spin coefficient 7, from Eq. (5.2.7), to have,

T . é_ 2
—2Re‘I’2 =5[ ]a+b[0]a+ A+ —a
\FR V2R
&
—2Re{5[0] +ﬁa} =2Re 6[ ] (535&)
ZI \il . < A c A ‘g_ A (E A
~2Im = Gy G R R
= 2Im{6[o]fc+% }: 211118[ 0]7t (5.3.5b)

since 5&1[0] = pé[o]a[o] = 0 from Eq (5.2.3).

We have also used the spin operator by the relation in Eq. (2.3.18),
defined by Ojg) = 9[0) — 3d[o] = O[o] + \/» , for spin-weight s = —1, which we
assume is invariant on perturbation.

Further, since Im ‘I’[ = = 0, we can also relate the perturbed potentials,
from Eq. (5.2.9) and Eq (5.2.10), as

A =2Im W, = —2Imdyg)7i, (5.3.6a)
ApV = —2Re'W, = 2Redjg)d. (5.3.6b)

Due to the nature of the intrinsic horizon, we shall work with the gauge
choice of é = é&. We also require that the area of the perturbed horizon
coincide with the area of the unperturbed horizon, up to linear order, such
that we assume the perturbation of the surface gravity at the horizon, €y =
2¢é = 0. We also choose the radial null normal to be unperturbed, and restrict
fi = 0 on the horizon. Further, we require that the flux across the horizon
remains zero such that it is isolated, thereby ¥, = ¥, = 0. We further assert
that the null normal £ remains a geodesic on the horizon since it has to be
tangential, thus requiring & = 0.
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Thereby, for the spin coefficients, we have the temporal evolution equa-
tions from Eq. (5.2.11), in linear order,

Dyo10 = (3(5[0] + é[o]) = ﬁ@, (5.3.7a)
L s R I
D[O]O‘ = 0‘(6[0] + 6[0]) = ﬁa. (5.3.7b)

We can solve for both g, and ¢ by choosing the perturbation at v =10
as 0 = & = 0 resembling the unperturbed horizon. Thereby, we have the
evolution of the expansion and shear,

o(v) =6(v) = 0. (5.3.8)

Consequently, the perturbed horizon is still characterized by a surface of
vanishing expansion and shear.

Additionally, the relations in Eq. (5.2.11) for the perturbations of the
transversal expansion (ji = 0) and shear simplify using the spin operator
with 7t : s = -1 from Eq. (2.3.18),

Dygjjp =0jq)7t + ¥, = 0, (5.3.9a)
A 1 ~ =
DjgjA = _ﬁ/\-i- Ojo 7t (5.3.9b)

Hence, we have the differential equation satisfied by 7t on the horizon,
which can be solved by manifesting W, in terms of the spherical harmonics,
and using the properties of the spin operator,

o7t = —b,. (5.3.10)

To manifest the holomorphic structure on the cross-section, we shall
expand W, in terms of the (spin weight s = 0) spherical harmonics,

o, = Z’Izé,myé,m(érg) (5.3.11)
,m

where I%g’m are the perturbations of the source multipole moments, given as
i%g’m =8+ ilAJg,m, which are related to the electric and magnetic moments
of the external field. Additionally, we can use Eq. (5.3.4) to relate to the
perturbations,

= A 1 . . -
Oto0po1 + o2 P+ Zee,mYe,m(é, ¢)=0, (5.3.12)
&m

. . 2P2 A A < A A
where we realise that AP = 70] 9§;£P =2 |6[O]|2P = 20(010[0) P since P has

spin-weight s = 0.
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Further, we shall expand P in terms of its multipoles using Eq. (2.4.21),
to have,

Y EtmBioDio Yem(E )+ Z(Rlz i +€€m)Y€m(5 £)= (5.3.13)

l,m {,m

where we shall use the normalized! eigenvalue relation for the spherical
harmonics, in Eq. (2.4.23) such that 5[0]3[0]Y&m L

=gz Yem, to arrive at
the multipoles of P,

Y (-5 (@ e-2)ebreen) V€20 (5319

m
such that, we have the perturbations sourced by the electric multipoles of
W,
N _ 1 _
P(EE) =R Y ——————8, Y (&, &) 5.3.15
(&4) Z;m(“zw_l)eam tnl&:€) (5.3.15)

Thereby, we have the differential relation for 7t in terms of the spin-
weighted spherical harmonics in Eq. (2.4.21),

Doyt = ) D011 Yeml&,E) = ZkemYem (£,8), (5.3.16)
{m

such that we can solve for 7t in series, and by using the properties of the spin-

(€+1) Yg
me-

weighted spherical harmonics in Eq. (2.4.23) as O[o] -1 Y¢,m = R
Comparing the multipole expansions,

A 2 _
T Rg;ﬂ \ +1) 1)k€,m 1 Yem(&,8). (5.3.17)

Thereby, we can substitute the form of 7 in Eq. (5.3.9) for the transversal
shear, to arrive a the spin derivative,

>3 A € + 2 € 1)
T[: Z €+1 k€m 2Y€m((§ (E) (5.3.18)
0>2,m
where we have used Eq. (2.4.23) to have 5[0] Y= é (€+2)2(€71) Y

Hence, the analagous differential equation for A is expanded in terms of
the spin-weighted spherical harmonics from Eq. (2.4.23) with s = -2,

)

>2,m

\ 1 (+2)(€-1),
Dio)gm+ 2R¢2m kam]—ZYZm(é £)=0. (5.3.19)

IThe spherical harmonics are subjected to normalization by R to lie on the unit-sphere.
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Similar to the expression for the transversal shear in Eq. (4.1.24), we
arrive at the solution using A(0) =0 atv =0,

/\£2R[1—exp(—l)] ) %kam_m,m(g,é) (5.3.20)
>2,m

Further, we have the angular field equations from Eq. (5.2.11) on the
horizon, in linear order perturbations,

Sj06 =¥ =0, (5.3.21a)
5[0]i = ]4[0]7:( + i(d[o] - 3/3’[0])—@/3
G I S

HALLY S 3.21
= A U (5.3.21b)
where we used the relations fi = ji = 0, since y is real from Eq. (4.1.8), and
have assumed dppg) = pé[o]lu[o] = 0 by spherical symmetry.

Clearly W, = 0, and we have the perturbations of the field tensor ¥
which depends on A,

- ~ 1
Wy = —0jgA— =7, 5.3.22
3 [0] RTZ ( )
using the spin operator for A with s = 2.

Now, we can rewrite the temporal Bianchi identities from Eq. (5.2.12)
by using the spin-operators for the Weyl tensors to arrive at,

Dio)¥ = 2ep0)¥; =0, (5.3.23a)
D[O]\ilz = 5[0]\i]1 - Za[o]‘iﬁ = 6[0]¢/1 =0. (5.3.23b)

For the perturbed spin coefficients &, f, determining the connection, we
have Eq. (5.2.11) simplifying using the above relations,

SN
>

Dy

>

= &o)(n-da-p)=0, (5.3.24a)
D[o]ﬁ = €[0] (79( -a —[J’A) =0, (5.3.24b)

where we have additionally assumed 56[0] = 136[0]6[0] = 0 by the nature of
the intrinsic horizon to be spherically symmetric.
Thereby, we have the relations for 7t = & + ﬁ and the connection 4, given
by,
D[O]ﬁ = D[O]ﬁ =0. (5.3.25)
The rest of the temporal Bianchi identities in Eq. (5.2.12) simplify as
follows,

A . - A N O A
D[O]\I]3 = 5[0]\112 + 37'(\112[ ] - 26[0]‘1’3
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O - I
= 6[0]‘1’2 — ﬁ‘l@ — WTZ, (5326&)
A . = A A O A A
D[O]\P4 = 5[0]\113 - 3/\\11[ ] + 20([ ]\Pg, - 46[0]\114
3 .
= 6[0]\1’3 - ﬁ\y4 + — SR2 — A, (5326b)

where we have assumed spherical symmetry for \PZ[O] such that 5[0]‘1’2[0] =
B = 0.

Analogous to before, we arrive at the differential equation for \¥5 in
terms of the spin-weighted spherical harmonics,

A L\}g) - . 3 [ 1 . _
Z (D[O]Cf,m + 2RC€,m -1 YZJH(é’ (S) = \/ER g;m €(€+ 1)k€,m -1 Yf,m(é: (E)

>1,m
+ Y kendloYem(& 6, (5.3.27)
m

such that, we have the relation,

ﬁ

W 1 N _
D Cin m €+1 ]ké’,m]— Yf,m(éré)zo
T [t et 1

(5.3.28)

where Eq. (2.4.23) is used to derive 5[0]Yg,m = % g(g;n 1Y -

The solution to the equation is thereby analogous to the transversal shear
in Eq. (5.3.20), by using the initial condition W;(0) =0 atv =0,

Wy = ‘/_[ exp( 2R)]Zm (€+1) = 3Tke w1 Yom(&,€)

(5.3.29)
Finally, we delve into perturbations of the radiative Weyl tensor ¥,
expanding in terms of spin-weighted spherical harmonics with s = 2,

1 - _
Z (D[ ]C;y;lﬂ‘F R‘fem) Y&, €)= Z 62{126[0]71Y€,m(€15)

0>2,m {>1,m

3 \ _
TR Z &} m-2Yem(& &), (5.3.30)
(>2,m

where we have used the relations in Eq. (5.3.29) and Eq. (5.3.20).
Further, using the derivative in Eq. (2.4.23) is used to derive 5[0] 1Y =

%\/ (€+2)2(€+1) —2Y¢ 1, we have,

R 1, _. 1 v
(D[O]C‘an + ﬁcg,l;) 2 Y m(&, &) = Z R [1 —eXP(—ﬁ)]

>2,m >2,m
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(€+2)(¢-1)

x[3—€(€+1)+3 AT

]i%e,mzYe,m«s,é). (5.3.31)

Assuming at initial time v = 0, we have \i’4(0) = 0, thereby, we have the
solution for the perturbation,

4, - Z[l_exp(_;_R)r[g_m1>+3 “{@—ﬁ)”] b aVin(E,6)
>2,m -2

(5.3.32)

Unlike A and \?3, ‘@4 is foliation independent, which can be manifested
by realising the second time derivative of W, from Eq. (5.3.26),

2\ - = 8 1 5 3 .
Dioy ¥4 = Do (8101 %) = 2 Dioy s + 53 Dior
. 5 N PR I

= Bj0) (Djoy s ) - rDioj¥a + 503 Djoj A (5.3.33)

since the angular operator 5[0] is independent of the temporal coordinate
on the horizon, and thus D commutes with 6[0].

Further, substituting D[O]\il?, from Eq. (5.3.26), and Djg)A from Eq. (5.3.9),
we have,

$ s (s ¢ 1 3 1 5 3 1 . =
2 . ~ A
D[O]\EL = 6[0] (6[0]\112 - ﬁ‘l@ — ﬁﬂ) — ﬁD[O]\IJAL + ﬁ (_ﬁ/\ + 6[0]7’[)
2w s g 1 N
=
= 0jg Y2 = 52 0101'¥s ~ g Dyo ¥a = g5 (5.3.34)

Now, we note the expression for 5[0]\if3 from Eq. (5.3.26), to have,

s 50 8 1 s 1. 3 4\ 1 A 3 .
2 - 52
Dt = 0t = g5 (Drondi - = g )= g Prod = g
Ca 3 L1
= B0 ¥ — 5 Dioy'Pa = 57 s (5.3.35)

Since ¥, is time-independent on the horizon with D[o]\ifz = 0 from
Eq. (5.3.23), we have the foliation independence of the evolution of the
radiative Wy, and it is intrinsically determined by the curvature. Thereby,
we shall use the variable separation, P, = T (v)YV(&, &), such that we obtain
the independent differential equations,

3 1

2 .

D[O]T + ﬁD[O]T + ﬁT = K, (5336&)
Ky = 6[20]@12, (5.3.36b)

where K is the separation constant.
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Therefore, the angular dependence of W, can only be freely specified
at the horizon when K = 0. Hence, we have a restriction on the curvature
perturbation to have 5[20]@’2 = 0, such that ¥, can only be monopolar or
dipolar, since the angular derivatives restrict terms of higher spherical
moments.

5.3.2 Near Horizon Perturbations

Substituting the unperturbed radial evolutions, the radial field equations
from Eq. (5.2.13) for the expansion g,

. L2,
Afi==2ppo)fi = oz (5.3.37a)

which we ensure is unaffected by the perturbation on the horizon, such that
/i =0, hence, we have,
ji=0. (5.3.37b)

Further, to solve for the other spin coefficients and the Weyl scalars, we
need to specify the nature of the radiative scalar, ;.

The radial evolution for W, is specified implicitly through the temporal
equation DW, in Eq. (4.1.17), since the directional derivative D contains a
radial derivative away from the horizon by definition, from the frame func-
tions in Eq. (4.2.11). Thereby, the temporal, radial, and angular dependence
of W, is non-trivial.

The evolution equation in Eq. (4.1.17) for W, simplifies using the spin-
operator as,

D[o]‘i’4 = 5[0]@’3 - 3\112[0]1 - ‘i’4 (4.6[0] - 0[0])
= 51015 — ajo) W5 - 3wloli (46[0] ~0[0))- (5.3.38)

The radial derivative of the evolution equation for ¥, in the field equa-
tion, Eq. (4.1.17), is

ADyoWy = A (570 W5) — A (2015 ) - 34 (\pzlolj) ~ A (¥ (4ep0) - 010)))
= 5101 (A5 ) - p10)5101 W5 — Aajo) ¥ — ago) AW; 3AW A - 3wl 4

—@’4A(4€[0] —p[o])—A\ij4 (46[0] _0[0])' (5.3.39)

where we note that djo; and A do not commute, with [5(o}, A] = p{010[0],
from the commutation relations in Eq. (4.1.6) for the spherically symmetric
background spacetime.
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We substitute the radial differential equation in Eq. (5.2.14) for \I5, by
computing
5[0] (A‘i”:},) = 5[0] (6[0]\1\"4 — 4]4[0]\1\"3) = 5[0] (6[0]@]4 — 2(1[0]\1\]4 — 4’4[0]@’3)
= 5[0]5[0]‘i’4 - 25[0]d[o]¢’4 - 2@{0]5[0]@’4 - 4]4[0]5[0]@’3. (5.3.40)
Hence, the radial derivative of the evolution equation simplifies,
ADjo s = 101101V ~ 2610)(0] Vs — 2410150 Wi — 514015101 Y5 — Aajo s
~ 2 A A ~ N
- a[o]é[o]\lf4 +2 |a[0]| \114 + 4&1[0]]4[0]\113 - 3A\I’2[0]/\ - 3\1’2[0]A/\
—®4A(4€[0] —p[o])—A\i]4(4€[0] _0[0])' (5.3.41)

Thereby, we now substitute for jo)¥s from Eq. (4.1.17) with Sjo)\¥; =
D[O]\ij4 + a[o]\ffg + 3\112[0]1 + \if4 (4€[0] - 0[0])’ to have,

ADyo s = 6101610 Wa ~ 28701101 — 2101610 W4 — apo) 010 Wi + 2o W4
= 5410)Dyo) ¥ = (#jojago) + Adjo)) W5 — 5pup0 P (4eg0) — 010y
~ 1510 ¥ A - 3AW A - 3wV AR B, A (4ego - oj07)
— AW, (4e(0) - 0j0))- (5.3.42)
_Finally, we substitute the radial field equation from Eq. (5.2.13) for Aas
AA = =2pjg)A — Wy, to arrive at,
ADo¥y = 810181014 — 280110 s — 2a10) 510 Wi — 21010701 s + 2 [agoy] s
= 5410 Djo) ¥ = (pgo1a0) + Adjo)) ¥ = 5101 Vs (4€0] ~ 010}
-3 (A\Ifz[o] n 3;4[0]\1!2[0])1 + 3w NGy — A (dej) - opo)
S\ AR (5.3.43)

For the spherically symmetric background, we can further use the radial
evolution equation for ajg) from Eq. (4.1.16), as Aajo; = —p[o}4[0), and the

radial Bianchi identity for \IJZ[O] from Eq. (4.1.17) as A‘I’Q[O] = —3//1[0]‘1’[01, to
simplify, as
A - A — _ N _ _ A N 2 A
ADjo)Vy = 610110 Vs — 2510)(0) Vs — 2410) 5107 Vs — a10)510) Vs + 2 )| P
— S]J[O]D[O]\il4 — 5[1/1[0]\IA14 (46[0] — 9[0]) + 3W2[0]\i’4 — \i’4A (46[0] — p[o])
—A\ij4(4€[0]—p[o]). (5.3.44)
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For W, with spin-weight s = —2, we realize the action of the spin-
operator,

31010101 = Bjo (8107¥a — 2a10 %4
= 5[0] (5[0]\ij4 — 2d[ol\ij4) —ajo] (5[0]\i/4 — 2ﬁ[ol\ij4)

_ ~ - _ A - A A 2 A
S101970) s — 2810170\ — 2470570\ — a0 010)\ s + 2 |ajo)| " W,
(5.3.45)

where we have expanded the spin-operator acting on 3[0]@’4, which has
spin-weight s = —1.

Thereby, we obtain the Teukolsky equation, as a wave equation for the
radiative Weyl scalar, ¥,

O[TO]\if4 =0, (5.3.46a)

where the differential operator is given by, which can be substituted as,

. i
Olo; = ADjo) — 3jojBj0) + 54(0]Djo] + 51410 (4€(0) — 010 + A (4€(0] — 010
+ (46[0] —p[o])A—3\I’2[O]. (5.3.46b)

For the Schwarzschild case, we can substitute the unperturbed spin
coefficients and Weyl scalars in Eq. (5.3.1), and can be expanded in terms of
the directional derivatives of the unperturbed basis vectors in Eq. (4.2.11),
as

R 5 < 9 R 2
T _ 2
O[O] = (1 - ?)ar - (8,, + F)av - 6[0]6[0] + E (1 - ?)Qr - r—2 (5347)

We use the variable separation extending from the horizon in Eq. (5.3.36),
with Wy = 7 (v)Y(&, E)R(r) where R(R) = 1 on the horizon. Thereby, we arrive
at the differential equation,

Ry 1 1 1 51
T _ M 292 - - -
0]_(1 r)R8rR —AT OR-220,T

[0
9 Ry 1 2 14
+E(1 —?)ﬁarR—r—z—§6[o]6[0]y, (53488)
such that, using the sepration constants k and x, we have,
1
_ ?8\,7' =—x, (5.3.48Db)
6[0]6[0])7 = —ky. (5.3.48C)

Thereby, using the above independent differential equations, the radial
function must satisfy,

(1 _5)93R+(X+ 2(1 —E))aﬂz+(k+§x—3)7€ —0.  (5.3.48d)
r 2r r r r2
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Further, we also need to satisfy the boundary conditions at the horizon
given by Eq. (5.3.36). Thereby, on the horizon, we have,

1
2
[0]T+ [O]T'l' ﬁT 9 T+ RBVT+ ﬁT
3 1 1 1
2 T i( )( - )7, 3.4
(X RYT 2R2) ATRIVETR (5.3.49)
which has two solutions, y = %, % with K =0and y =0 with K = 2R2T

Angular Independence

When K = 0, we have 5[20]@’2 = 0, and the angular dependence of P, can

be freely specified, independent of the angular behaviour of W,. We have

the angular function ) spanned in s = -2 spherical harmonics _, Yé,m(éyé):

hence we set k = W for the angular equation?.

The radial equatlon can be solved in terms of confluent Heun functions
as elaborated in Sec. A.2. The confluent Heun function is the standard solu-
tion regular at r = R with appropriate normalization, which can be written
as a linear combination of two independent confluent Heun solutions for
X = %, ﬁ, with the time dependence 7 (v) = exp(—xv). Thereby, the general
form of the perturbed Weyl scalar P, is,

W= ) ) Db H@exp (-3 ) 2VomlE ). (5.3.50)

(>2,mn=1,2

Time Independence

When x = 0, we have the time independent solution for \if4, with the

temporal function 7 = 2R?K. The angular part of W, is given by the

V(E, cf) = 2R25[2 ]\If?_, which solves the angular part of the Teukolsky equa-
1 (e+2)(e-1)

tion, with the eigenvalue k = Z ——>— Thereby, the radial evolution in
Eq. (5.3.48) simplifies as,
2r(r—=R)d’?R+9(r—R)d,R+ (€ +3)(( -2)R = 0. (5.3.51)

Transforming the variables as detailed in Sec. A.3 and using the (Gauss)
hypergeometric function, we have the simplification for the Weyl scalar
with appropriate normalization,

. R? -(, {+1|r
W= ) \/€<€+1><€—1><€+2>2F1[ ; ——1]kgm 2 You(&E).
r R
>2,m
(5.3.52)
2From the eigenvalue equation for the spherical harmonics in Eq. (2.4.23), we have
010]9[0] -2 Ye,m(&, &) = wszz,m(é,é_l
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Now, we proceed to solve the rest of the Weyl scalars radially for the
time-independent case. From Eq. (5.2.14), we have the evolution of the
Weyl scalars, where we substitute the unperturbed spin coefficients and the
appropriate Weyl scalars, such that,

FNA

AY; = —== =0 (W — dpago) s + 4101 Wy = B10) Wy — dptj0) W5
R2 W) -1 +3) _ [ -¢ €+1
= (€+ 2)\/ 5 2F1 |R
{>2,m
A _ 4 ,
ka,m—ZYf,m(éfé)-i'F\p?ﬂ (53533)

. oW . . . . 3.
A‘*IIQ = _8_1’3 = 5[0]‘1’3 - 3]4[0]‘1’2 + 2ﬁ[0]‘y3 = 6[0]\113 + F\I]2, (5353]3)

. o, . . L 2.
A‘-Ill = —a—r?’ = b[o]\yz — 2],[[01\111 = 6[0]‘1’2 + F‘Ill’ (5353C)

where we have utilized the unperturbed spin coefficients.
Thereby, we can solve sequentially, and substitute the perturbed val-
ues at the horizon by setting exp(—%) — 0 at r = R, such that, ¥5(R) =

‘/—me\/”—l[f (€+1) = 31kp 1 Ye.m(&, &) from Eq. (5.3.29),

r
F _ - _
(2 1|:€+3,2 €,1,R 1]

. R 1
\P3_\/§rg’zm'w/€(€+1)

—(+2)(-1),F, [z +3,2-0,2, F: - 1])12&,” Y& ), (5.3.54)
and W (R) = Yy, kg Yo (&, ) from Eq. (5.3.11),

A R 1 r
@, = 7%(“2) ((5—1)2F1 [1-€,€+2,1,§—1]

+3,F, [2 _0,0+2, 1,% - 1])12&,,11/&,,1(5,5), (5.3.55)

and ¥ (R) = 0 from Eq. (5.3.21),
Y = (5.3.56)

Further, we can solve the radial equations in Eq. (5.2.13),

A PO 2.
AL = -2 A=y = —A- 0, (5.3.57a)
2 1 R\ 2
A6 = —y[O]OA’ — Q[0 = F (ZOA' + (1 - F)/\), (5.3.57b)

. TR S
Ap = —]/l[o]p _\112 = Fp —‘*Pz. (5357C)
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Now we have the radial equation for ¥, being simplified as,

A 2 2 2 0] 4
A\po = 6[0]‘1’1 _,M[O]\IIO - 2/))[0]\111 + 3\1]2[ ]U

l. 3R,

=W + - - —6. 3.
6[0] 1+r 0 2r3CT (5358)

Further, the corresponding radial equations in Eq. (5.2.13) reduce as,

| .
ATt = —]l[o]ﬁ —‘Il3 = Fﬁ—\yj,, (5359&)
AR = —piorf - atord = ), (5.3.59b)
Holp —ap)A = T A -3.
Ad = B d - urord — W = 24— 4 - (5.3.59¢)
= —BlojA — H[o] e Wi ) 3.
AR = Ao = (1 R)ﬁ N7 (5.3.59d)
= —0[0] 1= 50 ; 1s -J.
AA _ A A 2 _ 5 A (E A 2
€=—an— Pt -V = —(=ft-——=n-,. (5.3.5%)

=
=

5.4 Electromagnetic Background

We extend the case of spherical symmetry to the Reissner-Nordstrom space-
time, and study the distorted charge distribution through the electromag-
netic surficial Love numbers, and the induced multipole moment through
the electromagnetic far-field Love numbers, in addition to the surficial and
gravitational Love numbers that describe the deformation of the surface,
and the induced gravitational multipole moment.

For the charged spherically symmetric background spacetime, we have
the unperturbed spin coefficients from Eq. (4.3.6) and Eq. (4.3.12), as,

(o] = V[o] = A[o] = 9J0] = T[0] = K[0] = 0, (5.4.1a)
1
Hlo1 =~ (5.4.1b)
_ R q2 r _ 1 R q2 r
6[0]—p—ﬁ(1—§)' 9[01—_5(1_;+r—2(1—§) , (5.4.1¢c)
20 ¢
) (5.4.1d)

where we have used the holomorphic coordinates for the connection.
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Similarly, the appropriate frame functions and the directional deriva-
tives from Eq. (4.3.13) are,

R q2 r
D[O]:av—(l—F-i-r—z(l—ﬁ))ar; (5416)
Roj
A[O] — _ar, 5[0] = 86 (5.4.1f)

Further, the background Weyl tensors at the horizon from Eq. (4.3.9),

@ = @l = @l = gl g, (5.4.1g)
o BT
vl g (1- ) (5.4.1h)

and the corresponding unperturbed field tensors from Eq. (4.3.7) are,

2
do =9y =0, ’cP[O] (5.4.1i)

5.4.1 Intrinsic Perturbations

We work with the physical choice of ¢y = 0 on the horizon, since we ensure
there is no energy flux transferring across the null hypersurface, even in the
perturbed spacetime. Further, we continue with the gauge choices used for
the spherically symmetric background, specifically 7 = v = = 0, motivated
from Eq. (4.1.5), é = € and ¢ = 0 for the area of the perturbed horizon to
remain invariant.

The perturbed field equations in Eq. (5.2.16), can be simplified using
the unperturbed spin coefficients in Eq. (5.4.1), as

Ao _ 1 q®\.

D)0 = p(e[o] + e[o]) = (ﬁ - W)p, (5.4.2a)
A _ 1 q2 .

D[o]a =0 (6[0] + 6[0]) ZR 4R2 Jg. (5.4.2b)

Similar to the case of the spherically symmetric background, we can
solve for both ¢, and 6 by choosing the perturbationatv=0as =6 =0
resembling the unperturbed horizon. Thereby, we have the evolution of the
expansion and shear,

o(v) =éd(v) =0. (5.4.3)

Consequently, the perturbed horizon is still characterized by a surface of
vanishing expansion and shear.
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Additionally, the relations in Eq. (5.2.16) for the perturbations of the
transversal expansion (ji = 0) and shear simplify using the spin operator
with 7t : s = -1 from Eq. (2.3.18),

Do)t =0jq)7t + ¥, = 0, (5.4.4a)
D[O]/i =——A+0|o7t. (5.4.4b)

Hence, we have the differential equation satisfied by 7t on the horizon,
which can be solved by manifesting W, in terms of the spherical harmonics,
and using the properties of the spin operator,

o7t = —\b,. (5.4.5)

Further, using the background unperturbed quantities from Eq. (5.4.1)
in the Maxwell field equations from Eq. (5.2.15), we have,

Diojp1 =0, (5.4.6a)
Dy = 2917 (5.4.6b)

where we assume spherical symmetry for q[)[lo] and ¢;.
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If one wants to summarize our knowledge of
physics in the briefest possible terms, there are
three really fundamental observations: (i) Space-
time is a pseudo-Riemannian manifold M, en-
dowed with a metric tensor and governed by
geometrical laws. (ii) Over M is a vector bun-
dle X with a non-abelian gauge group G. (iii)
Fermions are sections of (S, ® Vi) ® (S_® Vi)
R and R are not isomorphic; their failure to be
isomorphic explains why the light fermions are
light and presumably has its origins in a repre-
sentation difference A in some underlying theory.
All of this must be supplemented with the under-
standing that the geometrical laws obeyed by the
metric tensor, the gauge fields, and the fermions
are to be interpreted in quantum mechanical
terms.

Epwarp WITTEN
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Appendix A

Mathematical Preliminaries

A.1 Differential Forms and Exterior Calculus

We begin by defining p-forms, which are multilinear form fields, completely
antisymmetric with respect to all p arguments. We define the exterior
product A, as the 2-form w A o defined from the 1-forms w, and w, by,
w A0 =w®0 — 0 ®w, which manifests the antisymmetry.

Further, the exterior derivative is defined sequentially, with d f being the
1-form gradient of f for any scalar field f. Extending out, for any p + g-form
Q, which can be written as the exterior product of a p-form «, and a g-form
B, we have the extended Leibinitz rule, dQ =d(a A B) =daAp+(-1)PaAndB.

The components of the exterior derivative of a 1-form w, are explicitly
(dw)qap = d, wpg — aﬁwa, where the partial derivative defined on the coordi-
nate system, can be replaced by any covariant derivative operator without
torsion on /.

An essential relation relating the Lie derivative of a p-form w along a
vector field, v, to the exterior derivative of w, as L,w = v-dw +d (v w),
which leads to the Cartan’s identity.

A.2 Confluent Heun Equations

We have the canonical form of the Heun linear differential equation, with
four regular singular points, transformed as,
c d e abz—q
IPR+|-+—+ —|O,R+ ———
i ( z-1 z—f) “ T =D )

with the relation between the coefficients, a+b+1 = c+d +e. This generalizes
the hypergeometric equation, which is realized when f =1 and q = ab and
factorize.

We obtain the confluent form of the above equation by coalescing two
regular singular points,

R=0, (A.2.1)

1 1
8§R+(a+7+ +/3L)92R+( d )+ER:O, (A.2.2)
z—1 z z—1 z
with solution,
HeunC(a, §,7,0,1;2), (A.2.3)
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where 6 = p+v - a(1+ﬂ 7),;7 M .

The canonical solution is defined by the convergent Taylor series expan-
sion around the origin, and the normalization,

R(z) = HeunC(a, B, y,06,1;0) = 1 (A.2.4a)

d,HeunC(a, B, y,0,1;2) " % (A.2.4b)

A.3 Hypergeometric functions




Appendix B

Newman-Penrose formalism for Kerr

B.1 Essential Properties

The Kerr metric with mass M and spin a is given by the line element in the
Boyer-Lindquist coordinates as

2Mr 4aMrsin? 0
2 _ 2
R i L
Y2sin%6
pz

p2
dtd¢ + Kdrz

+p?dO% + d¢?, (B.1.1)

where

p2 =%+ a?cos? o,

A= rz—ZMr+a2,
2=+ az)p2 +2a*Mrsin? 6. (B.1.2)

Thereby, we have the metric as

_(1_2Mr) 0 0 _ 2aMrsin’ @
P’ . P’
[
8ij = 0 r O 0 , (B.1.3a)
0 0 p 0
_2aM(rJ§in26 0 0 ¥? s;)i?ze
and the corresponding inverse as
»2 2aM
o 00 -0R
y 0 5 0 0 .
e 0 # 0 (B.1.3b)
__ 2aMr 0 0 A-a?sin’ 6
p?A p?Asin®6

We have a coordinate singularity at A = 0, which happens for r =r, =

M + VM? — a?; thereby, we look for a family of null geodesics and choose a
coordinate system such that the null geodesics are coordinate lines in the

125
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new system. The Kerr family admits two special families of null geodesics,
termed the principal null geodesics, given by

o ody! dt dr d6 d¢ r? +a? a

i 4x _(4boar guv oae) 41,0, |, B.1.4
YT (d/\d)\d/\d/\)(A +0A) (B.1.4)
where the sign corresponds to the nature of ingoing or outgoing geodesics.
Let us consider the outgoing geodesics, by indicating the tangent vector as

o1
0= K(rz +a%,A,0,a), (B.1.5)

which is parametrized in terms of r as

dt r2 +a? d¢o a
at _ _ — = B.1.6b
P A (B.1.6a) FP A ( )
We want these geodesics to be coordinate lines of our new system, which
mitigates the coordinate singularity. We choose one of the coordinates as r,
followed by 6 which is constant along the geodesic. The further constant

coordinates are designed to be constant along the geodesic family, as

v=t+T(r), (B.1.7a) @ =0¢+D(r), (B.1.7b)
such that, we have % = é—(f =0, and the coordinate transformation (¢,7, 0, ¢) —

(v,1,0,p) with

r2 + a2

A
which yields the following metric

a
dv=dt+ dr,  (B.1.8a) dp=d¢—dr, (B.1.8b)

ds? = —(1 - 2]\/2”)511/2 +2dvdr —2asin® Odrd e
p
4aMrsin®@ 5.5 X%sin?0  ,
_Tdvd(pﬂo a0 +—p2 Ao, (B.1.9)

where the horizon is a 3-dimensional surface r = r,, which is denoted as A.

B.2 Newman-Penrose formalism for Kerr Metric

B.2.1 Tetrad formalism

We have the family of null geodesics in Eq. (B.1.4) given by the tangent
vectors
dt  r*+a’
dt A 77

(B.2.1a)
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dr

— =+E, B.2.1
Friak (B.2.1b)
de

Yo, B.2.1
7. =0 ( c)
dp a
T ZE' (B.2.1d)

where E is a constant. We define the real null-vectors £ and n of the Newman-
Penrose formalism in terms of these geodesics and adjoining to them a
complex null vector m as

1
0= K(r2 +a%,A,0,0), (B.2.2a)
. 1
n' = —2(r2 +a?,—A,0,4), (B.2.2b)
2p
. 1
m' = ——(iasin0,0,1,icscO), (B.2.2¢)
V2
where we denote
p=r+iacosO, (B.2.3)

such that p? = pp = r2 + a>cos? 0. Note that the basis tetrads satisfy the
normalization conditions in Eq. (2.2.3). Further, we have the covectors
corresponding to the tetrad as

1 2 )
¢ = Z(A,—p ,0,—alsin 9), (B.2.4a)
n; = 2()2 (A p-,0, —aAsin? 9) (B.2.4b)
m; = ——(iasin 6,0, p ,—i(r? +a%)sin@), (B.2.4c¢)

which we compute by the fundamental relation for the inverse in Eq. (2.1.3).

B.2.2 Spin Coefficients

We compute the basis 1-forms in the Boyer-Lindquist coordinates as

) 2
£=0dx = dt—%dr—asinzedcp, (B.2.5a)
. 1 2
n=mdx = o dpy Lapo 9880, (B.2.5b)
202 2 202
. . 2 2 .
= mdy = 500 g P g Ha )sin0 4 (B.2.5¢)

e T
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with the exterior derivatives for the basis 1-forms being noted through
P’ 2
at=- (K)/\dr—d(asm 6)/\014)

2 +a%cos’ 0 . 9
:—(ag(m)de)/\dr—(89(asm Q)dQ)Adqb
B 2a?cosOsin O
B A
)
aln:al(i2 Adt—d ”As’l—ne)mﬁp
2p 2p?
r2—2Mr +a? r2—2Mr +a?
= dr+d do|ndt
( r(2(r2+a2c0526)) T 6(2(r2+a2c0529)) )
P a(r? —2Mr + a?)sin’ 0 g
' 2(r2 +a?cos?0)

dO Adr—2asinBcos0 dO Ado, (B.2.6a)

a(r? = 2Mr + a?)sin’ 0
d do|nd
" 9( 2(r2 +a?cos20) ¢
2r—2M)p? - 2rA 2 i
:(( r )p r )dr/\dt—za AcosOsin O
2p4 204
_((2r—2M)apzsin29—2arAsin29)dr/\d¢
204
2ap?Asin 0 cos 0 — 4a3Asin® 0 cos 0
_ 7o

_ [ iasin® T ~ i(r? +a®)sin 6
dm_d(—ﬁx/i ]/\dt d(\/i)/\de d(—é\ﬁ ]/\dcj)

do Adt

)deAd¢, (B.2.6b)

iasin O iasin @
=|d,| —=———|dr+dg| ————]dO|Adt
( (\/E(r+iacos€)) 9(\/5(r+iacos€)) )
_, . 2 2 .
_(ar(r mcose)dr)/\d@—(&,( i(r’+a )sm@))dr

V2 V2(r +iacos 6
. 2 2 .
+86( i(r*+a*)sin0 )d@)/\d({)
\/§(r+iac059)
iasin O a’ —iarcos O 1
=— drAndt —| —————|dOANdt — —dr AdO
p>V2 ( p>V2 ) V2
isin@(2rp—(r* +a®) (12 + a?\(i _
B ( p ) dr/\d(j)+[l(r +a*)(ircos@ a)]de/\dcj).
p>V2 pPV2
(B.2.6¢)

Now we reexpress the null tetrad basis wedges in terms of the coordinate
wedges in Eq. (2.2.14) through the expressions in Eq. (B.2.5). Comparing the
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coefficients to the derivative expressions of the basis 1-forms in Eq. (B.2.6),
we have the spin coefficients for the Kerr metric as

k=0c=A=v=€=0 (B.2.7a)
1 cot@ iasin @ iasin @
p - __:; ﬂ = —; T = — ; T=— (B.27b)
p 2V2p p2V2 p2V2
y———A ; y—y+—r_M' a=1-B (B.2.7¢)
2026 207" o

As a result, we have analogous equations that provide a more compre-
hensive understanding of the physical intricacies involved.

DE=0 (B.2.8a)
D — m::;l@m_ la‘Sﬁlzrl@m (B.2.8b)
D = _zasm@t, (B.2.8¢)
iasin @ iasin@
( ( ) ) V2p2 T V2p? .
An :—(—A(l,, l,—,) T_M)n (ste)
202\p ¢ p?
_iasin® A(l_l:)m (B.2.8f)
\/_p 202\p p
iasin @ 1
50— — m (B.2.8g)
V22
iasin @ A
s LA B.2.8h
V2p? - 2p%0 e
cotf iasin@
S N (B.2.81)
[x/ip' V2p? )
i} A 1 iasin@ cot@
Smo_b g1, [iasin® cotd] (B.2.8)
20%p ( V2p? ‘/515]

Thus, £ is tangential to null geodesics and is further affinely parameter-
ized. Similarly, n is geodesic but non-affinely parameterized with accelera-
tion given by the spin coefficients y + 7.

B.2.3 Weyl Scalars

We begin with the set of Newman-Penrose field equations from Eq. (2.2.26)
in vacuum, with the Ricci scalars vanishing, thus leading to,

Do-0k=0(3e-€+p+0)+x(Mt—-1-3f—a)+¥, (B.2.9a)
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Dp—SK:(p2+|o-|2)+p(e+é)—1€r+1<(7z—3a—/§),

Dt-Ax=p(t +70)+0(T+m)+1(e—€)—x By +7y)+\¥,

Da-de=a(p+€-2€)+p6—Pe—xkA—Ry +1(e+p),
Dp-de=oc(a+m)+p(0—€)—«x(p+y)+e(f—a)+¥,
DA-om=(pA+cp)+m(n+a—-pB)-vi+A(E-3e),

Dv-An=pu(r+1T)+ A(R+7)+1(y —9)—v (3 + &)+ V3,

Ad=bv=2]

Aa—by=v(p+e)-At+p)+a(y—-+y(f-7)-Ws,
(y -3y ﬁ)+v(3a+/3+n—r‘)—\l’4,

d0—b0 =p(a+p)+ (ﬁ 3a)+T(0—0)+K(u—fi)— ¥,

SA=bp=v(o-0)+7(p—fi)+p(a+p)+A(d@-3p)-F,

0
ov—Ap=(p+AX

+
)+]/l y+7)-vyn+v(t-3-a),

dy—AB=y(t—a-B)+ut—ov-ev+p(u—y+7y)+al,

5T—Aa:(;m+ip)+r(r+ﬁ—d)+0()7—37/)—

Du—-om=(ppu+od)+n(n—a+p)—pule+é)—vk+¥,,

Dy—-Ae=a(t+7m)+p(T+m)—2ye—yé—ey+tn—vik+'Y,,
da—6p = (np—Ao)+aa+pp-2ap+y(o—0)+e(u—fi)-

Ap—ST=—(()ﬁ+0‘/\)+’[(/3_—0(—’L_‘)+p()/+)7)+VK—\I]2,

ing 77 = a + f8, such that it simplifies dramatically to give

0="\Y,
Do =0?,
Dt =p(t+m)+¥Y,
Da = (a+m)p,
Dp =po+'¥,
—om=n(n+a-p),
At =p(n+7)+m(y—7y)+¥;,
Aa-dy=a(y-p+y(B-1)-Ws,
0=-,
dp=pn+1(0—0)—V,
—op=m(p— i) + prc— W,

—AV=MW+V+7)
oy-Ap=y(t—a-p)+ut+p(p-y+7),
ot =1(Tt+ ﬁ a,

(B.2.9b
(B.2.9¢

(B.2.9d
(B.2.9e
(B.2.9f
(B.2.9g

(B.2.9h
(B.2.9i

(B.2.9k
(B.2.91
(B.2.9m
(B.2.9n
(B.2.90
(B.2.9p
(B.2.9q

)
)
)
)
)
)
)
)
(B.2.9j)
)
)
)
)
)
)
)
(B.2.91)

We further substituting the known zero spin coefficients, and substitut-
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Dyu—om=p0p+2pm+\Y,, (B.2.100)
Ap—ST:—pﬁ+T(/§—a—”E)+p(y+)7)—\I/2, (B.2.10p)

Dy=a(t+n)+p(T+m)+t+\P,, (B.2.10q)
da—6f=pp+ad+pp-2ap+y(p-p0)-W. (B.2.10r)

Directly, from Eq. (B.2.10a) and Eq. (B.2.10i), we have ¥, = ¥, = 0.
Further, we compute ¥, through Eq. (B.2.10e), wherein
DB =0'V;p=0,p+0,p

_3 ( cot )__ cotO
"\2V2(r + iacos 0) 2V2(r +iacos 0)?

= po,
hence W, = 0. Similarly, W5 can be easily computed from Eq. (B.2.10g),

where

iv. _ L o 9
A”:”Vi”_z_pz((r +a )Bt—AB,Jraa(P)n

B ia ( iasin 6 )
202 "\ (r —iacos 0)2V2

=2um,

such that W3 = p(t+7)-An=0since y =y and mt = 7.
Finally, we derive the only non-vanishing Weyl scalar, ¥, using Eq. (B.2.10q),
which can be further computed through noting

Dy ={'Viy =9y +d,y
) —(r* = 2Mr +a?) . r—-M
"\ 2(r2 +a?cos?0)(r —iacosO)  2(r?+a?cos?0)

= % + 3|7t - Z(ﬁﬂ—nﬂ),

and simplifying as

W, = Dy - 2asm - 2pmn —|r|?
=Dy +2(7p-np)-3lnl,
M ___M
(r+iacos0) — p3°
Thereby, we have the Weyl scalars of the Kerr metric in the Newman-
Penrose formalism as

since 7 = 7 and a = 7t — f, thus resulting in, ¥, = —

M
\II(]:\Pl :\I"3:\I]4:0, \P2:_~_3‘ (lel)
p
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B.2.4 Regular Coordinates

We now proceed to study the geometry of the 2-surface at the horizon,
denoted as A, where it is convenient to use regular coordinates, (v,7,0, @)
such that we employ the metric in Eq. (B.1.9), as

2Mr
pz

4aMrsin? 0

e

ds® :—(1— )dv2+2dvdr—2asin26drd(p

¥?sin? 0
dvdg+p*d6* + =" dg?, (B.2.12)
p
where the horizon is a 3-dimensional surface r =r,.
We chose the following basis null vectors {£,n,m, m},

o1
0= K(r2 +a? A, 0,a), (B.2.13a)
: 1
n' = —(r* +a%,-A,0,a), (B.2.13b)
2p
; 1
m' = ——(iasin0,0,1,icscH), (B.2.13¢)
pV2

Note that the basis tetrads satisfy the normalization conditions in Eq. (2.2.3).
Further, we have the covectors corresponding to the tetrad as

1 2 )
l; = K(A,—p ,0,—aAsin 6), (B.2.14a)
1 .
n; = 2—p2(A,p2, 0, —aA51n26), (B.2.14b)
1
m; = ~—2(iasin@,0,—p2,—i(r2Jraz)sin(?), (B.2.14¢)
Y

which we compute by the fundamental relation for the inverse in Eq. (2.1.3).
The basis 1-forms are

2

0=Cdx :dt—%dr—asinzedqb, (B.2.15a)

A 1 Asin?
n=ndx = —Zdt+—dr—wd¢, (B.2.15b)

20 2 2p?

. iasin® 0 i(r* +a®)sin6
m=m;dx' = dt - —d0 — ———— d ¢, (B.2.15¢)
1 V2 V2 V2
We have the spin coefficients for the ingoing Kerr metric transformed as
Kk=0=A=v=€=0 (B.2.16a)
cotd _ iasin® iasin@

3 M=—f(/—F5 T=- B.2.16b
2 T e O
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A r—M -
= YEpt—— a=n-f (B.2.16¢)
2p%p 2p?

P=-
Further, we have the Weyl scalars of the Kerr metric in the Newman-
Penrose formalism as
M
\IIO:‘*Pl :\I]3 :\IJ4:O, \112:—73. (B217)
p

app

B.3 Kerr Holomorphic Coordinates

For the null hypersurface being the horizon, we can better understand the
geometry by projecting onto holomorphic coordinates (&, &). For the ingoing
coordinates (v,7,0, ) in Eq. (B.2.12), we have the horizon at r = r,, where
the intrinsic metric line element is the pull-back of the spacetime metric in
Eq. (2.4.15), such that,
. ¥2sin’%6

ds® = p’do* + Td(pz, (B.3.1)
where we are primarily interested in the cross-section of the null hypersur-
face (horizon) at r = r,. The volume form is given by the determinant of the
induced metric,

e=X(ry)sin@ dO Ado
= (r2 +a?)sin@ dO A de, (B.3.2)

such that the area of the horizon simplifies as A = 47(r2 + a?), with area

radius R = \/r? +a2.
For the metric on the cross section in Eq. (B.3.1), we now change coordi-
nates to y = cos 0, such that, we have

dy?
ds® = RZ(— +f(wd 2), B.3.3a
Fn H/wde ( )
where we elegantly simplify as,
1 —;42
= B.3.3b
f00 = T (B.3.3b)

1 — a — a
with = o~ o

We can now switch to conformal coordinates as in Eq. (2.4.15), with the

transformation
1+
- : 2 / K
&= exp(l(p)exp(—/)’ ;4) m, (B.3.4a)
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which results in the metric transformation from Eq. (B.3.3a), to arrive at the
conformally flat form,

ds? = RZMdgdé, (B.3.4b)
&g
such that we have the unit conformal factor, P(¢, E_) = % The relation-

ship in Eq. (B.3.4a) can be inverted to have u(&, &) in the small spin limit.
Thus, we have the expansion

i .
f&d_ 2 |, 32 1-&

< =" _1+0(a?). (B.3.4c¢)
2&8 (1+<§£)2 4M(1+5£)2 T )
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initial value problem with the initial data given on the hori-
zon # , and any null hypersurface, say %, intersecting the
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The characteristic initial value problem constructing the near-
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defined through the directional derivative A = —d,, whose
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Additionally, the initial data for the projections of the electro-
magnetic fields pertaining to the Reissner—Nordstrom metric
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Representation of the region of the spacetime where the ex-
pansions of the potential of the tidal deformability are valid.
We have an isolated and spherical Newtonian body of mass M
and equilibrium radius R. R denotes the typical length scale
of variation of the tidal environment. The form of the total
gravitational potential is valid in the region R<r <R.
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